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ABSTRACT

We report on the formal verification of an irrationality proof
of ¢(3), the evaluation of the Riemann zeta function. This
verification uses the Coq proof assistant in conjunction with
algorithmic calculations in Maple. This experience illus-
trates the limits of the common belief that creative-telescop-
ing algorithms can discover recurrences for holonomic se-
quences that are easy to check a posteriori. We discuss this
observation and describe the protocol we devised in order to
produce complete formal proofs of the recurrences.

Categories and Subject Descriptors:
G.2.1 [Mathematics of Computing]: Discrete Mathe-
matics — Recurrences and difference equations

General Terms: Theory, Verification.

Keywords: creative telescoping, formalization, irrational-
ity proof.

1. INTRODUCTION

Computer algebra is primarily about computing, whether
it be simplifying an expression, solving (like a linear or poly-
nomial system, an ODE or a recurrence), approximating
(e.g., a function by a series), or changing representations
(like changing the recursive representation of multivariate
polynomials or obtaining a better basis for a vector space,
an ideal, or another algebraic structure). But, always, com-
putations claim the status of proofs, as each one states some
kind of an identity. These identities are justified, in prin-
ciple, by theorems on paper, supposed to establish the cor-
rectness of the algorithms used, and, of course, by the act of
faith that the implementation matches the intention of the
algorithm.

Additionally, specifically when computer algebra is used
in applications to obtain a new proof of a mathematical fact,
or the first proof of a conjecture [14, 16, 21, 22, 23, 24, 26],
calculations are augmented with more paper proofs that in-
terpret the successive results and lead to the final mathemat-
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ical statement. This particular choice of examples illustrates
the success of algorithms computing properties (identities,
asymptotics, ...) on a large class of sequences. The con-
fidence in the calculations performed by these algorithms
about sequences is increased by the common sense conveyed
by the literature that these proofs on sequences can be justi-
fied a posteriori, that is, after calling the computer-algebra
algorithms.

Formalizing mathematics consists in providing a precise
and unambiguous representation of mathematical objects,
of their properties, and of the proofs thereof, in the codified
language of logic. Candidate proofs of mathematical state-
ments become this way amenable to mechanical checking,
by a single program that can be trusted because it is small
and simple. Interactive proof assistants are pieces of math-
ematical software that aim at easing the tasks of human
formalization and machine checking. In addition, the activ-
ity of formalizing mathematics often requires polishing the
definitions of the mathematical objects at stake and scru-
tinizing the associated patterns of reasoning. Indeed, the
proof checker of a proof assistant is, on purpose, insensitive
to implicit proof steps or analogies without which it is not
possible to communicate mathematics in a way intelligible
to a human reader.

Turning a computer-algebra proof into a proof checked by
a proof assistant requires several ingredients. If part of the
proof consists in calculations that are easy to check a posteri-
ori, it is often relevant to take benefit of this situation and to
privilege a skeptical approach to formal certification [20]: a
computer-algebra program can be used as an ezternal oracle
in order to produce conjectures that are verified a posteriori
by a calculation performed inside the logic. This verification
typically consists in computing and comparing normal forms
of algebraic objects (e.g., arithmetical expressions, rational
fractions). Moreover, the paper part of the proof is replaced
by a machine-checked formal proof, gradually elaborated by
its author through an interaction with the proof assistant.
Note that a proof assistant only knows about the syntax of
logical objects and does not assign any semantics to expres-
sions, as opposed for instance to the built-in notion of arith-
metic expressions typically featured by a computer-algebra
system. Hence a formalized proof starts by defining inside
the logic the various mathematical objects (e.g., sequences,
binomials, polynomials) the theorem is about. In particular,
if computer algebra calculates with some algebraic abstrac-
tion of a concrete, analytic object, the formalization should
make explicit a correct interpretation of the computational
results on the original object.



We have completed a formal proof of irrationality of ¢(3)
by using the Coq proof assistant [34] in cooperation with
the computer-algebra system Maple. In particular, this for-
malization includes a formal a posteriori verification of the
computer-algebra calculations. Prior to this experience, we
shared the common belief that such a formal a posteriori
verification, tedious and error-prone if performed by hand,
could be automated easily. However, the present work re-
vealed the limits of the common belief. Actually the al-
gorithms run by the computer-algebra session are specified
in the litterature for objects that do not match the nature
of concrete sequences involved in the irrationality proof. It
happens that the ease of a posteriori checking is compro-
mised by this discrepancy.

In the present article, we focus on the part of our formal-
ized irrationality proof of {(3) devoted to the validation of
computer-algebra calculations. (Other aspects not pertain-
ing to computer algebra will be described in the related ar-
ticle [10].) Our first contribution is taking a critical look at
symbolic-summation algorithms developed since the 1990s
by the approach of creative telescoping. Next, Lemma 1
precisely justifies how creative telescoping turns specific re-
currences for a given summand into a recurrence for its def-
inite sum. This turns into an explicit statement what is
found only as a method worked out on examples in the lit-
erature. Last, we devised a protocol to formally validate the
recurrences obtained by computer algebra when combining
O-finite sequences by their closure operations. We identified
procedures for these closures, which all base on rewriting
modulo recurrences with provisos. Unfortunately, we could
not turn these procedures into complete algorithms yet.

The proof by Apéry on which we base our work is de-
scribed in Section 2, together with alternatives. Section 3
provides a critical view on the commonly accepted approach
of creative telescoping for proving combinatorial sums and
related identities. Creative telescoping is often described in
its simplest form in the literature. In the present paper, we
address the case of creative telescoping for sums with vary-
ing bounds in presence of singularities by Lemma 1 in Sec-
tion 4. Our proof of irrationality bases crucially on succes-
sively obtaining recurrences for each of the sequences in (6)
below. The formalization of how to obtain these recurrences
is described in Section 5. Finally, we give conclusions and
perspectives in Section 6.

Our twin paper [10] as well as our Maple and Coq scripts
will be found at http://specfun.inria.fr/zeta-of-3/.

Notation

In this work, we consider sequences of one or two integer
indices with values in a field K, that is, functions v from
either K% or u € K% with values at n, resp. (n, k), denoted
by un, resp. un,k. If u is a bivariate sequence and j € Z
is a fixed integer, w;, , resp. u_;, denotes the univariate
sequence obtained by specializing the first, resp. the second,
argument of u to j. In addition, an operator on sequences
is a (total) map from K° to itself (s =1 or s = 2).

2. MATHEMATICAL AND ALGORITHMI-
CAL CONTEXT

While the evaluations of the Riemann zeta function at
positive even integers are known to lie in Q(7) and those at
nonpositive integers in @Q, not much is known about the ra-

tionality or irrationality of its evaluations at positive odd
integers. It was therefore a great breakthrough in 1978
when Apéry proved that ((3) is irrational [3, 4]. Twenty
years later, Rivoal proved the existence of infinitely many
irrational values at odd integers [27], without being able to
name any but ¢(3), and that one of the numbers {(5), {(7),
..., ¢(21) is irrational [28]; this interval was then narrowed
down to ¢(5), ..., ¢(11) by Zudilin [45].

2.1 Apéry’s and Beukers’ Proofs

Beside Apéry’s rather terse original presentation, an ex-
planatory one was proposed in [35]. For his proof, Apéry
introduced two sequences of rational numbers (an)nen and
(b )nen such that ¢(3) is the limit of the quotients b /an.
The proof is completed by a classical number-theoretic argu-
ment that “too many” quotients are “too close” to ¢(3). To
obtain that b, /a, is “close enough” for the proof to work,
the a, and b, are obtained by Legendre transformation,
starting from the initial approximation

m+1

Z m3 Z 2m3 m (n+m)’

which tends to ¢(3) when n goes to infinity. This leads to

n n

2 +k 2

an = E Cnky, bn= E Cn,kUn,k, fOr cpp = (Z) ("k ) .
k=1 k=1

(1)

Introduce the lem ¢, of the integers 1,...,n. Apéry’s proof
can be organized in four main parts: (i) using elementary
number theory in order to establish that 2¢3b,, is an integer;
(it) proving that (an)nen and (bn)nen both satisfy the same
second-order recurrence

(n4+1)yni1— (340> +510° + 270+ 5)yn +n’yn_1 = 0; (2)

(i4i) deriving useful consequences of this recurrence, namely
the positivity of 6, = an((3) — b, and that the sequence
(6n)nen is asymptotically infinitesimally small; (iv) assum-
ing that ¢(3) is rational and combining the previous facts
with an estimation of the asymptotic of (£,)nen to conclude
a contradiction.

In the litterature, the asymptotic study to get the bound
b, =e€" (1+0(1)) hases on the distribution of the prime num-
bers. Other more elementary bounds that are tight enough
for our purpose exist. Notably, independent elementary
proofs of a bound 3" are given by Hanson [19] and Feng [15].

An alternative, shorter and more elegant proof was pro-
posed by Beukers [6], who interpreted Apéry’s approxima-
tions by integrals From the definition of Legendre polyno-
mials L, as an nth derivative and the fact that

/// 1_u1_:r))dwdydu_(,4 + B C(3) 6

for integers A, and B,, Beukers derived by integration by
parts that the integral above is nonzero and asymptotically
small. The irrationality of ((3) follows by the same final
arguments as in Apéry’s proof.

2.2 Recurrences as a Data Structure

In the 1990s, combinatorialists and computer-algebraists
got interested in designing algorithms to “compute” expres-
sions like up k, an, and b, above: with procedures like Zeil-
berger’s algorithm [43] and its extension [8] for single sums,
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or [37] for multiple sums, it became possible to determine re-
currences satisfied by those sequences algorithmically. Even
when no closed form can be obtained from these outputs,
much information can be extracted. This is so in Apéry’s
proof, which derives the asymptotic bound on and the pos-
itivity of d,, from the second-order recurrence (2) satisfied
simultaneously by (ay) and (b,).

In fact, this approach, largely initiated by Zeilberger [42],
promoted (linear) recurrences as the right representation of
a large class of sequences closed under many operations,
nowadays known as O-finite sequences [11]: a sequence is
described by a linear recurrence or set of linear recurrences
whose solution set is a finite-dimensional vector space, dec-
orated with a sufficient finite number of initial conditions.
Effective procedures for closures in the univariate case are
folklore and can be found implicitly in [33], and have been
extended to the multivariate case in the 1990s [42, 11]. For
simple operations (addition, product, shift, and similar com-
binations), algorithms reduce to linear algebra for obtain-
ing linear dependencies between shifts of the composite se-
quences to be described. Additionally, Zeilberger borrowed
from D-module theory the setup of holonomic systems to
guarantee the existence of linear recurrences for the definite
sum of a sequence given by its set of linear recurrences in
one more index. Zeilberger designed algorithms specific to
the case of hypergeometric sequences [41, 38], which were
later extended to larger classes of inputs [8, 9].

Zeilberger’s approach to summation bases on an opera-
tion named creative telescoping, a term coined by van der
Poorten [35]. Given recurrences for a hypergeometric sum-
mand up,, to be summed for k£ between integers a and f
(independent of n), thus considering U, = Zi:a Un.k, it
consists in first obtaining a relation of a specific shape:

Pr(n) Ungr e + - + Do(N) Un,k =
Q(nv k+ 1) Un,k+1 — q(n, k) Un,ky (3)

for some integer r, polynomials p; independent from k, and
a bivariate rational function q. The motivation is that sum-
ming over k (provided this makes sense) delivers

pr(n) Unyrt- - ~4po(n) Un = q(n, B+1) un s41—q(n, @) Un(Z)»
where the right-hand side has been obtained by a telescop-
ing sum, giving its name to the method. In nice cases, this
right-hand side evaluates to 0, which yields a linear homoge-
neous recurrence for U; in other cases, the evaluations u, q
and uy, p4+1 satisfy recurrences themselves, which can be re-
combined to cancel the right-hand side, and also provide a
linear homogeneous recurrence for U by composition.
Beside algorithms, the computer-algebra community came
up with implementations to manipulate O-finite sequences
and recurrences they satisfy, notably, the Maple package
Gfun [30] for univariate sequences (among other things) and
its multivariate counterpart Mgfun by Chyzak, both dis-
tributed as parts of the Algolib library [1]. Based on them,
Salvy wrote a Maple worksheet [29] that completes a proof
of irrationality of ((3) by Apéry’s approach, letting Maple
perform all calculations needed, and interlacing them with
human-written logical steps as comments in the session.

2.3 The Crucial Recurrence in Apéry’s Proof

Salvy’s worksheet and our Coq formalization share the
structure described in Section 2.1. For the crucial step

of deriving the recurrence for (an)nen and (bn)nen, they
are guided by calculations performed by a Maple script,
appealing to the Algolib library. But they differ in that
the computer-algebra worksheet views Maple calculations
as proof steps, while our Coq proof follows the skeptical ap-
proach [20] already discussed in Section 1. Additionally, in
our Coq proof the hand-written parts of the Maple work-
sheet are replaced by machine-checked formal proofs.

The calculations leading to recurrence (2) can be viewed
as the program

C X by )
Z_ 4+ >—>V-—B (C—A
> >—>U

D— S

where each of the node labels A, B, C, D, S, U, V, and Z has
to be understood as recurrences to be computed (together
with sufficiently many initial conditions) for the correspond-
ing sequence in the list:
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Sn,k = dn,m7 (6)
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Un,k = Zn + Sn,k, Un,k = CnkUn,k, bn = E Un, k-
k=1

The program (5) precisely follows the syntax trees defining
the sequences a and b, so that the edges in the program are
labelled with the closure operation performed by the pro-
gram. More explicitly, the sequences z, ¢, and d are defined
directly by recurrences that are easy to deduce from their
closed forms (see, e.g., (9) below), while other sequences
are derived through closure operations: summation for a,
s, and b; addition for u; product for v. In fact, the pro-
gram above is a minor reordering of Salvy’s presentation.
But with respect to proof, this is not quite innocent, as it
permitted a uniform procedural treatment of all sums.

As it turns out, the algorithms mentioned in Section 2.2
are precisely specified for the tasks in the program (5), ex-
cept that they generally do not maintain initial conditions.
Thus, the algorithm employed at a node returns recurrences
that hold in fact not just for the specific sequences satisfy-
ing the input systems in the program, but for any choice of
sequence solutions of the prescribed input systems.

3. “PROOEFS” ON o-FINITE SEQUENCES

In the early 1990s, Zeilberger popularized the idea that a
large class of mathematical identities, whether combinato-
rial or about special functions, had become routinely verifi-
able on a computer, using computer-algebra algorithms. He
presented his views in sometimes disputable pamphlets [40,
37, 44] as well as in theoretical papers [41, 42, 38]. This was
accompanied by many articles proving sample identities by
the method and was followed by the book [25]. We suggest
the reader look up the many computer-aided proofs of iden-
tities “co-authored” by (the computer) Shalosh B. Ekhad
and Zeilberger, to be found at http://www.math.rutgers.
edu/~zeilberg/pj.html.

The treatment of additions and products of sequences, as
suggested in [42, Section 4.1 and 4.2] and continued in [11,
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Lemmas 2.1 and 2.2], as well as the treatment of summation
in [43, 8], rely on the assertion that verifying an identity

Z ¢ij(n, k) frtik+s = 0, (7

(i,7)€S

on a sequence (fn,k)n,k)ez2 for polynomials c; ; and a finite
set of shifts S C N2, reduces to simplifying according to
rules of the form

Favtprs =3 (k) furints, (8)

(4,5)EU

for a common set U C N2, a finite set of pairs (I,J), and
rational functions cg’j. As was developed in [11], the proper
set of rules can be described in terms of Gréobner bases: when
the family of the relations (8) is a Grobner basis, any path
of reduction of the left-hand side of (7) modulo the (8) ter-
minates on the same element of the Q(n, k)-vector space of
normal-form elements, with basis the fyi x+; for (4,7) in U.

For example, when fy, 1 is the binomial coeflicient (Z), the
rules (8) instantiate as the two relations

n+1 n+1 n n n—=k(n
( k ):n+1—k<k>’ <k+1>:k+1(k)' ®)

Rewriting with them in this case, (7) would reduce to an
identity between rational functions, after factoring out (2),
which computer algebra should easily prove or disprove.
However, the nullity of rational functions relies on relations
like (n — k)/(n — k) = 1, which, if the rational functions
have to be interpreted as functions and not just algebraic
fractions, are only valid for n # k. When it comes to gen-
eral O-finite sequences f, the phenomenon is the same, with
the only difference that normal forms do not allow to fac-
tor out a single term like (Z) above, but gather rational
functions in front of the fr4y:x+; for (¢,75) in U.

Therefore, the best that this approach can do is prove
identity (7) outside of an algebraic locus. Yet, the existing
algorithms in computer algebra prove nothing more than
the algebraic interpretation of (7), and do not return any
constraint for validity.

Moreover, by focusing on a theory of Grobner bases for
recurrence operators over a rational-function field, working
with O-finite sequences relies on the idea that a recurrence
can without loss be symbolically multiplied by a rational
function. But, are the two recurrences

N (Unt1 — Un) =0 and Un+1 — Unp =0

really equivalent? In fact no, as the solutions to the second
are only the constant sequences, while the solutions to the
first also contain sequences that are nonzero at 0 and zero
for n > 1. If one is to encode such a nonconstant sequence
by the second recurrence, then the recurrence has to be dec-
orated by the proviso n # 0, which goes out of the algebraic
theory of Grobner bases. Of course, the phenomenon per-
sists for sequences in more indices.

In cases like deriving asymptotic properties of univari-
ate sequences, the algebraic treatment by computer alge-
bra, with no determination of a first integer at which the
“proved” identity holds, may be sufficient. But another
phenomenon occurs in summation by creative telescoping,
whether it be by Zeilberger’s fast algorithm [41] or Chyzak’s

algorithm [8]. Indeed, the common approach evaluates mul-
tivariate rational functions after normalizing them, poten-
tially disregarding functions like (n—k)/(n—1), whose value
at k =n =1 depends on the ordering of taking limits.

A possible work-around known in the computer-algebra
literature [36] is to introduce a new variable ¢ and work
with k + € instead of k, so as to avoid integer values. But
this generates equations of larger orders and total sizes that
will not permit the computations to scale, even before con-
sidering manipulating them in a proof assistant.

In the present work, we exhibit no cases where the d-finite
approach leads to false proofs of wrong identities. Rather,
we suggest that it can provide incomplete proofs of valid
identities. In fact, we doubt sufficiently to fear false proofs.

4. SOUND CREATIVE TELESCOPING

The main result of this section is Lemma 1 below, which
is the crux of the proof of recurrences obtained by closure
under (definite) summation, like for a, s, and b in (6): given
a bivariate sequence (tn k) (n, k)ez2 t0 be summed into a def-
inite sum (U, )nez, it formalizes the general process of deriv-
ing a recurrence relation for U from a creative-telescoping
recurrence relation on the summand u, namely (10) below.
We state the lemma over any field K, for future work, but
for this work on ((3), only K = Q will be used.

One of the hypotheses often used in the literature to de-
rive the simple conclusion (4) is that the summation has
standard boundary conditions, that is, that the sum for U,
is over all values of k that make the summand w,,; nonzero,
all other values being (defined and) zero. (More generality
is possible, but goes beyond the scope of this presentation.)
For example, ZZ:O (Z) has standard boundary conditions,
while >~ (2,:) and ZZ;; (Z)/(n—k) do not. In Lemma 1
below, equation (11) is more involved, to accommodate po-
tentially nonstandard boundary conditions.

We stress that, in the next lemma, all evaluations are sup-
posed to be well-defined, and the sequences and operators
to be total. Other situations are discussed after the lemma.

Lemma 1 Let r € N, and, for 0 < i < r, let p; € K-
be a function. Introduce P, the linear operator defined by
(Py)n = Y1y Pi(n) Ynti for any univariate sequence y and
n € Z. Let Q be an operator on bivariate sequences. Con-
sider u € K% and integers o and B from Z, and let U be
the sequence with general term U, = Zig Un, k- Then, for
any set A C Z2 for which

(n,k) & A = (Pu_i)n = (Qu)nist — (Qun,  (10)
the following identity holds for any n such that « < n + B:
(PU)n = (Qu)nn+pr1 — (Qu)n,a
+ Y (Pu_i)n = (Qunjers + (Qu)n

<k<n+p
“bea (11)

+ Z Zpi(n)un+i,n+ﬂ+j~

i=1 j=1

The proof of identity (11) is a straightforward reordering
of the terms of the left-hand side (PU)n = >_7_ p(n) Unti
after unfolding the definition of U and applying relation (10)
everywhere allowed in the interval a < k < n + . In other



words, a starting point to derive (11) is to sum (10) over
this interval, then compensate for the cases (n,k) € A. The
first part of the right-hand side is the usual difference of
border terms. The last part of the right-hand side is the
collection of terms that arise from the fact that the upper
bound of the sum defining U,, depends linearly on n and that
we do not assume any nullity of the summand outside the
summation domain. The middle part of the right-hand side,
which we will call the singular part, witnesses the possible
partial domain of validity of relation (10).

Equations (10) and (11) above are formal, generalized
forms for (3) and (4) in our simplistic sketch in Section 2.2.
In the litterature, too, only the first part of the right-hand
side of (11) is given, both because of simplifying assump-
tions (that are however not satisfied on many examples)
or because of incomplete proofs. See, e.g., Theorem 5.1
as well as Section 6.3 in [42], the sentence including equa-
tion (2) in [43], the one-line proof of the Fundamental corol-
lary in [38], Theorem 1 and Corollary A in [39], equation
(7.1.5) in [25], and, for honesty sake, in the work of an au-
thor of the present article, the simplifying hypothesis (3.1)
leading to equation (3.4) in [11], and the similar treatment
in [8, Section 3]. Rare exceptions that treat nonstandard
boundary conditions with some level of generality, both in
the context of multiple sums, are the works [36, Sec. 3.4] and
[32, Chapter 3] (applied in [7]). The latter does not provide
a formula, but a procedure to write down analogues of (11)
in the case of complicated boundary conditions.

A variant of (11) allows a more direct comparison with
how it is usually stated: in

(PU)n = (Qu)n,ntbtr+1 — (QU)n,a
+ > (Pu_i)n — Qs + (Qun

a<k<n+b+r
(n,k)eA

- Z Z Pi(N)Un-ti,ntbts

i=0 j=i+1

the third part vanishes in the context of a summand that is
zero outside the bounds of summation (natural boundaries)
and the singular part is also overlooked.

Note that we do not assume linearity of ). This allows for
its use, for example, in the context of creative telescoping in
difference extensions [31].

Observe that the collection of singular terms crucially de-
pends on the definition of the set A restricting the creative-
telescoping identity: the larger A is, the more difficult it
will be in practice to simplify the complete expression. In
the extreme but unrealistic case where A is Z?, Lemma (1)
becomes totally uninformative.

Nevertheless, this set A can be put to good use to deal
with two kinds of singularities that appear in practice: “se-
quences” in applications need not be total functions (e.g.,
(Z) /(n — k) mentioned above); expressions for “operators”
produced in practice by creative-telescoping algorithms of-
ten feature rational functions that prevent their direct in-
terpretation as total functions from sequences to sequences.
In both cases, salvation comes from prolonging the ratio-
nal functions in the expressions as piecewise-defined func-
tions with some arbitrary values at their singular loci. This

n+p8 ~

way, a partial sequence @ defining a sum U, = ) , 7 @n,k

in a well-defined manner, and partial operators P and Q

that would not be amenable to Lemma 1 are replaced with
prolongations u, P, and @, for which the lemma applies.
Barring unlikely coincidence, the loci of such prolongations
contribute to A (repeated and shifted in the proper way).
Prolonging is implicit in the Coq library we used [2], as
it declares the inverse of the rational number 0 to be 0, a
simple way of ensuring that all functions are total. As a
counterpart, all formal lemmas involving rational inverse or
division take this redefinition into account in their premises,
e.g., by enforcing that all denominators are nonzero.
Because of the interpretation of the recurrences (8) that
define a O-finite sequence as a Grobner basis, it has been
customary in the literature to favour homogeneous recur-
rences, and thus, variants of (11) with null right-hand side.
Such a variant always exists as a consequence of (11), as
computer algebra provides algorithms to look for an opera-
tor P’ cancelling the right-hand side, thus leading by com-
position to (P'PU), = 0. We have enforced that our Maple
script directly return pairs (P, Q) with this nullity property.
A pair (P, Q) is called a creative-telescoping pair. A rela-
tion of the shape (10) is called a creative-telescoping identity.

S. FORMAL PROOFS OF RECURRENCES

Our formal proof that the sequences a and b in (1) satisfy
the same second-order recurrence (2) follows program (5):
we prove a collection of lemmas that formalize the results ob-
tained by algorithmic calculations and we apply these lem-
mas to the sequences defined in (6). This proves that a is a
solution of (2) and that b is a solution of some recurrence of
order four. We conclude that the recurrence (2) holds for b
as well by using evaluations of this sequence.

In all what follows we use the names introduced in (6) for
specific sequences. Variables with hats (2, ¢, ...) denote ar-
bitrary sequences. Each capital letter in program (5) refers
both to a system of recurrences and to the characteristic
function of its set of solutions. For instance, C(c) should be
read “the system C holds for the sequence c”.

5.1 Recurrences with provisos

In our formal proof, a recurrence is defined as a condi-
tional equation. The proviso makes explicit the values of the
indices at which an instance of the equation is well defined
and holds. For instance the leaf system C of program (5)
is the conjunction of two bivariate, first-order, conditional
recurrences:

1 2
(n, k) € A1 = Enya e = (%) Cn, ks (12)
4
. —kK)m+1+k)\"
(n k) & Ao = En o1 = ((n )k(j_t ha )> énk, (13)

with Ay = {(n,k) n=—-1Ak= n—l—l} and Ag =
{(n,k):n:O A k:—i—le}.

A skeptical use of computer—algebra calculations requires
executing program (5) two times to complete the formal
proof. The first run consists in executing a Maple script
which computes one system of—unconditional—recurrence
equations per inner node in (5). The script pretty-prints
its output in Coq syntax and generates empty placeholders
for the provisos. For example, in the case of system C,
the Maple script generates two formulae matching exactly
statements (12) and (13), including references to A; and As.



The values of these two provisos are then written down by
hand in the Coq script as described in Section 5.2.

In order to complete the formal proof, we run the program
a second time inside the proof assistant. This second run
consists in proving one lemma per inner node in (5). For
instance, at the inner node V' we prove that:

Vee Q¥ vae @Y, C@)AU®@) = V(Exa)  (14)

where the sequence ¢ x 4 € QZQ is the pointwise product of
the sequences ¢ and 4. Similarly, at node B we prove that:

vo e Q¥ V(d) = B(Z vnk> (15)

k=0

Note that those lemmas are not specific to the sequences
defined in (6). For instance formula (14) states that the
recurrences V' hold not only for v but for any choice of a
sequence ¥ satisfying the premise systems C' and U. How-
ever, we indeed prove that each sequence in (6) is a solution
of the eponymous conditional system in the program and in
particular that A, resp. B, holds for a, resp. b.

5.2 Sources of provisos

Provisos should at least exclude the possible poles of the
fractions involved in the equations. Yet in most cases they
are even more restrictive.

The concrete sequences in (6) may for instance not satisfy
the recurrence systems for all values of their indices. The
provisos annotating the leaf systems Z, C', and D are hence
designed so as both to exclude the poles of the coefficients
and to provide sufficient conditions under which Z(z), C(c),
and D(d) hold respectively.

But finding appropriate provisos at inner nodes of the
program is more intricate. We start with a complete and
definitive definition of the premise systems, like C' and U in
the case of (14) and V in the case of (15). In particular, the
values of their provisos have been devised at earlier stages
of the formal proof. We also have a candidate, proviso-free
system of equations for the result of the closure, which has
been calculated by the Maple program. Validating the clo-
sure operation requires crafting an appropriate set of restric-
tions for this candidate system. These restrictions should at
least: exclude the poles of the coefficients, make the system
be satisfied by the eponymous sequence in (6), but also allow
for an a posteriori proof of the closure lemma.

Even more challengingly, the different lemmas of the pro-
gram cannot be considered independently. For instance,
oversizing the restrictions in system V cripples the proof
of statement (15). As a result, appropriate values for the
provisos can hardly be anticipated solely from the equations
calculated by Maple and definitions in (6). In fact it is dif-
ficult to guess these values without a first trial run of the
proof, in order to discover the correct obligations.

5.3 A complete proof of the program

We prove each lemma of the formal program by using the
method sketched in Section 3. However a notable difference
is that the analogues of relations (8), which we use to nor-
malize a candidate identity, now feature provisos. For each
node of the program, the Maple script generates a system
of recurrences that is a Grobner basis. But their annota-
tion with conditions jeopardizes the normalization strategy
of the proviso-free case: provisos may indeed exclude some

of the reduction paths and even compromise the confluence
of the reduction.

For each addition and product of sequences, we prove a
statement analogous to (14). We proceed exactly as sug-
gested in Section 3: we normalize a candidate identity (7)
with respect to known—but now conditional—relations and
conclude by comparing to zero the rational-function coef-
ficients of the remaining terms. We verify that each step
in the simplification is a legal instance of one of the rules.
Values for which the identity cannot be proved under the
conditional rules are excluded by the hand-crafted proviso
annotating the conclusion.

For each definite summation, we prove a statement anal-
ogous to (15). We use Lemma 1 to validate the recur-
rences computed by creative-telescoping algorithms, from
the creative-telescoping pairs produced by the Maple script.
For each creative-telescoping pair, we use the set of rules
known on the summand to verify a creative-telescoping iden-
tity (10). This verification follows the same protocol as the
one we described for addition and product, including the
discovery of a correct proviso.

The rest of the proof consists in: applying Lemma 1 to
this creative-telescoping identity, then normalizing the right-
hand side of the instance of equation (11) obtained this way.
As mentioned at the end of Section 4, thanks to the cal-
culations performed by our Maple script, we expect that
this expression normalizes to zero. This expression has a
more general form than the ones that we have dealt with
so far to validate recurrences for addition and product, and
creative-telescoping identities. First, we should verify that
the prolongations we introduced to interpret ill-defined ra-
tional functions compensate, so that in the end the expres-
sion to be normalized does not depend on them. The result-
ing expression features several distinct collections of terms
that will normalize to zero by independent simplification
chains. The upper border term and the overhead terms be-
long to the same collection since they are all shifts from a
same origin term, with index (n,n + ). The lower bor-
der term and the singular terms contribute to other distinct
collections of terms, obtained by shifts from different ori-
gins. For instance in our running example (15), we observe
that after the cancelling of prolongations, the expression to
be normalized features two distinct collections: a finite set
of shifts from 9, and a finite set of shifts from ¥,,9. We
observe that the latter does not only contain the border
term 0,0 but also several singular terms. The simplifica-
tion of the extra collections of terms may in principle re-
quire additional assumptions about some specializations of
the summand. Yet by design, our Maple script generates no
such extra assumption. It happens that we have been able
to verify completely all the recurrences obtained by creative
telescoping with this protocol. However we have no guar-
antee that on other examples we would be able to complete
such a posteriori proofs without strengthening the assump-
tions on the summand.

5.4 Formal proofs and automation

The provisos we use have been recorded by hand in the
Coq script. We have not tried to maintain tight conditions
but rather concise and readable ones. For instance, we some-
times anticipate on a sign constraint caused by the range of
a definite sum in the program, which may subsume some
large conjunction of equalities to negative values.



We however use a formal-proof-producing decision proce-
dure [5, Chapter 21] to justify that each reduction modulo
a conditional recurrence that we perform is legal. Fach of
these proof obligations is a first-order formula in the theory
of integer arithmetics (with order). Although this theory is
undecidable, the formulae we deal with all fall in a fragment
that is amenable to automated decision. In practice, we
enforce these proof obligations to be stated as satisfiability
problems and the polynomials in the atoms to be products
of linear factors. This latter feature, crucial to efficiency,
is easily realized by having the Maple script enforce an ap-
propriate factorization discipline in the coefficients of the
recurrences pretty-printed in Coq files.

In the end, our formal proof does not depend on the Maple
script that has discovered the recurrences. Verifying the
conjectures produced by the script nonetheless requires per-
forming some calculations inside the logic underlying the
proof assistant, namely normalizations of rational functions.
The rational functions involved in this proof are rather small
with respect to the standards of computer algebra systems
but already challenging for proof assistants. The approach
to formal certification adopted in this work benefits from the
status of computation in the logic underlying the Coq proof
assistant [12, 13]. This meta-theoretical feature goes so far
as to allow optimizations of the system implementation that
make computations quite efficient [17]. We heavily use this
feature of Coq when calling the formal-proof-producing deci-
sion procedure [18][34, Chapter 24] that normalizes rational
functions automatically.

6. CONCLUSIONS AND PERSPECTIVES

Formalizing beyond the recurrences.

In the present article, we have focused on the part of our
formal development that addresses the proof of Apéry’s re-
currence (2). But we also formalized the other parts of
Apéry’s proof as sketched in Section 2.1, following a mix
of Salvy’s text [29] and van der Poorten’s report [35]. We
rely on existing broad libraries of formalized mathematics [2]
that accommodate the variety of arithmetic and analytic ob-
jects involved. Still, at some places, we have used more ele-
mentary variants of the proofs in [35, 29]. We avoid this way
the need for sophisticated general theories that are not avail-
able in state-of-the-art libraries of formalized mathematics.
More details will be found in our upcoming [10].

At the time of writing, our formal proof of irrationality is
strictly speaking not complete. Indeed, it uses the assertion
that ¢, = O(3"™) without providing any machine-checked
formal proof of this (known) fact. Note that this result is
totally independent from the rest of the irrationality proof.
Hence, again strictly speaking, we provide a complete formal
proof of the statement:

tn=003")=¢3)¢Q

We plan to machine-check Apéry’s proof completely, by for-
malizing the proof proposed by Hanson [19].

Variant algorithmic proof paths.

Variants of the efficient algorithms we have used in the
present proof allow a similar algorithmic approach to the
proof of Apéry’s recurrence, possibly working with different
intermediate recurrences and therefore different sets of sin-

gularities. But we think that these alternative approaches
suffer from a similar incompleteness to ours’.

For instance one could use Wilf-Zeilberger pairs [38] to
compute closures by definite summation, as this produces
recurrences with polynomial coefficients instead of rational
functions. However this appealing feature is a lure since in
this case as well the validation of the creative-telescoping
pair relies on the normalization of rational functions.

Another interesting alternative proposed by Schneider al-
lows to verify directly that recurrence (2) holds for both a
and b, when the approach we follow uses an intermediate re-
currence of degree four for b. This would remove the part of
the proof devoted to reducing the order of the latter, using
initial conditions for . But a counterpart is to deal with
nested sums and a priori more involved provisos.

Still, it would be interesting to apply our formal study to
these alternative proof paths.

Completeness of our approach.

It would be even more satisfying to better understand on
which class of problems the methods of the previous para-
graph are actually sound. This would make it possible to
revisit computer-algebra algorithms to re-develop them in a
“safe mode”.

This insight would open the way for an automation of the
formal proofs that validate recurrences, to the point that
both a formal statement and its formal proof are entirely
generated from a Maple script.
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