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ABSTRACT

The size of a mobile device is primarily determined by the size of the
touchscreen. As such, researchers have found that the way to achieve
ultimate mobility is to abandon the screen altogether. These wearable
devices are operated using hand gestures, voice commands or a small
number of physical buttons. By abandoning the screen these devices
also abandon the currently dominant spatial interaction style (such as
tapping on buttons), because, seemingly, there is nothing to tap on. Un-
fortunately this design prevents users from transferring their learned
interaction knowledge gained from traditional touchscreen-based de-
vices.

In this dissertation, I present Imaginary Interfaces, which return spatial
interaction to screenless mobile devices. With these interfaces, users
point and draw in the empty space in front of them or on the palm of
their hands. While they cannot see the results of their interaction, they
obtain some visual and tactile feedback by watching and feeling their
hands interact. After introducing the concept of Imaginary Interfaces, I
present two hardware prototypes that showcase two different forms of
interaction with an imaginary interface, each with its own advantages:
mid-air imaginary interfaces can be large and expressive, while palm-
based imaginary interfaces offer an abundance of tactile features that
encourage learning.

Given that imaginary interfaces offer no visual output, one of the key
challenges is to enable users to discover the interface’s layout. This dis-
sertation offers three main solutions: offline learning with coordinates,
browsing with audio feedback and learning by transfer. The latter I
demonstrate with the Imaginary Phone, a palm-based imaginary inter-
face that mimics the layout of a physical mobile phone that users are
already familiar with.

Although these designs enable interaction with Imaginary Interfaces,
they tell us little about why this interaction is possible. In the final
part of this dissertation, I present an exploration into which human
perceptual abilities are used when interacting with a palm-based imag-
inary interface and how much each accounts for performance with the
interface. These findings deepen our understanding of Imaginary In-
terfaces and suggest that palm-based imaginary interfaces can enable
stand-alone eyes-free use for many applications, including interfaces
for visually impaired users.
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ZUSAMMENFASSUNG

Die Grofie mobiler Gerdte ist vornehmlich bestimmt durch die Grofe
des Beriihrungsbildschirms. Forscher haben daher erkannt, dass
der Weg zur &dufiersten Mobilitit in der kompletten Aufgabe des
Bildschirms liegt. Solche tragbaren Gerédte werden durch Handgesten,
Sprachbefehle oder eine kleine Anzahl physikalischer Tasten gesteuert.
Mit der Aufgabe des Bildschirms geben diese Geréte allerdings auch
den momentan weitverbreiteten Stil rdumlicher Interaktion auf (zum
Beispiel das Betdtigen von Tasten), da scheinbar nichts existiert, das
man betdtigen kann. Leider verhindert diese Entwicklung, dass
Benutzer Interaktionswissen, welches sie sich auf herkommlichen
beriihrungsempflindlichen Gerédten angeeignet haben, anwenden
konnen.

In dieser Doktorarbeit stelle ich Imaginary Interfaces vor, imagindre Be-
nutzerschnittstellen, die rdumliche Interaktionen auf bildschirmlosen
mobilen Geraten ermoglichen. Diese Schnittstellen erlauben Benutzern,
im leeren Raum vor ihnen oder auf ihren Handfldche zu zeigen und zu
zeichnen. Zwar konnen Benutzer die Ergebnisse ihrer Interaktion nicht
sehen, sie erhalten jedoch visuelle und taktile Riickmeldung dadurch,
dass sie ihre Hinde wéhrend der Interaktion beobachten und fiihlen.
Nach der Einfithrung des Imaginary Interfaces Konzepts stelle ich zwei
Hardware-Prototypen vor, die zwei verschiedene Arten von Interak-
tionen mit Imaginary Interfaces demonstrieren, jeweils mit ihren eige-
nen Vorteilen: Imaginary Interfaces in der Luft konnen grofs und aus-
drucksstark sein, wahrend Imaginary Interfaces basierend auf Hand-
flichen eine Fiille von taktilen Merkmalen aufweisen, die das Erlernen
unterstiitzen.

Die fehlende visuelle Ausgabe fiihrt zu einer der Hauptherausforderun-
gen von Imaginary Interfaces, nimlich Benutzern zu ermoglichen, die
Anordnung der Benutzerschnittstellen herauszufinden. Diese Dok-
torarbeit stellt drei Losungen vor: vorheriges Lernen mit Koordinaten,
Durchsuchen mit Tonriickmeldung und Lernen durch Transfer. Let-
ztere demonstriere ich mit Imaginary Phone, einem Imaginary Interface
basierend auf Handflichen, das die den Benutzern schon vertraute
Anordnung eines physikalischen Mobiltelefons imitiert.

Obwohl diese Losungen die Interaktion mit Imaginary Interfaces
ermoglichen, konnen sie keine Aussage dariiber treffen, warum eine
solche Interaktion moglich ist. Im letzten Teil dieser Doktorarbeit
untersuche ich, welche menschlichen Wahrnehmungsfahigkeiten
wihrend der Interaktion mit Imaginary Interface basierend auf



Handflichen genutzt werden und zu welchem Ausmafs jede dieser
Wahrnehmungsféhigkeiten zur Effizienz bei der Benutzung beitragt.
Diese Ergebnisse vertiefen unser Verstandnis von Imaginary Interfaces
und legen nahe, dass Imaginary Interfaces basierend auf Handflachen
die eigenstdndige und blickfreie Benutzung von vielen Anwendun-
gen ermoglichen konnen, eingeschlossen Benutzerschnittstellen fiir
sehbehinderte Benutzer.
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CONVENTIONS

USE OF ‘I' vs. ‘WE’

In the introductory and concluding matter of this dissertation I adopt
the convention of referring to Imaginary Interfaces as my work. I do this
to maintain consistency despite the fact that the concept of Imaginary
Interfaces and the ideas contained in this dissertation were developed
together with my doctoral advisor, Prof. Dr. Patrick Baudisch, without
whom none of the ideas in this dissertation would have been realized.

Furthermore, various sections of this dissertation originated from work
produced in concert with my collaborators. In the sections derived
from these publications I adopt the convention of using the first person
plural, we, when referring to those who conducted the research (for
example, “We investigated...”) but retain the first person singular, I,
when referring to the narrative of the dissertation itself (for example
“As I will show in Chapter 5...7).

CAPITALIZATION OF IMAGINARY INTERFACES

Throughout this dissertation I adopt the convention of capitalizing
Imaginary Interfaces when referring to the concept of Imaginary
Interfaces or to the title of the research project (for example, “I begin
the exploration of Imaginary Interfaces by...”). I use lower case to
refer to specific instantiations of imaginary interfaces (for example,
“Users interacted with an imaginary interface...”).
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INTRODUCTION

The predominant interaction style for modern computer systems is
based on a direct and spatial metaphor: user interface (UI) elements
are located at specific locations and in order to interact with an element
(e.g., to select a button) users point at its location and perform an action
to complete the selection (e.g., click the mouse or tap the screen). This
is true of most modern computer interfaces, such as desktops, laptops,
large interactive displays, tablets and mobile phones.

For mobile devices, the size of the screen defines the size of the de-
vice. Therefore, for some applications where mobility is important,
researchers realized the only way to achieve ultimate mobility is to
abandon the screen altogether (Ni and Baudisch 2009). These wear-
able devices must resort to non-spatial interaction styles, such as voice
commands or hand gestures, because there is simply no screen to tap
on. For instance, Gesture Pendant (Starner et al. 2000) allows users to
perform a series of commands out of a finite gesture vocabulary, such
as “open door” or “lower blinds”. Interfaces like this do not provide
spatial interaction but instead employ categorical gestures, where each
gesture invokes a single operation. This unfortunately requires the user
to learn a large set of gestures, which makes these interfaces unwieldy
for general purpose interaction. Consequently, for all their gains in mo-
bility, they severely limited the learnability of the device by discarding
the spatial interaction style that users are already familiar with.

In this dissertation, I address this problem by introducing Imaginary
Interfaces, spatial non-visual interfaces for mobile devices that users in-
teract with by pointing using their dominant hand either in the empty
space in front of them or on their non-dominant hand. Imaginary Inter-
faces achieve ultra-mobility by eschewing all visual feedback from the
device and moving the interaction away from the device itself into the
user’s environment. This allows the size of the device to be limited by
the sensing element (in this case, a chest-mounted camera) and not by
the size of the interaction surface, while retaining the spatial interaction
style of other modern interfaces.

To use an imaginary interface, the user must imagine the interface. They
build up an understanding of the interface as they draw on an imagi-
nary interaction plane or transfer knowledge of the interface from their
experience with a corresponding physical device. An example of these
two interactions are shown Figure 1.1. The first, in Figure 1.1a, is the
simplest version of Imaginary Interfaces and the first I present in this
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| INTRODUCTION

Figure 1.1: With Imaginary Interfaces, user’s interact with an interface that
exists in their imagination, either (a) in mid-air or (b) on the palm
of their hand.

dissertation. In this example, the user draws a stock curve in mid-air us-
ing his imaginary interface while communicating with his stockbroker.
The second example shown in Figure 1.1b is the Imaginary Phone, an
imaginary interface that can be used as a shortcut for a mobile phone
by allowing users to transfer the spatial knowledge they have from an
existing physical device to an imaginary interface.

Although the lack of visual feedback limits what is possible with Imag-
inary Interfaces (e.g., the user cannot watch a movie), as I will argue in
this dissertation, there are many situations where visual feedback is not
strictly required and where Imaginary Interfaces could prove useful.

The thesis statement of this dissertation is therefore as follows:

By exploiting users” visuospatial memory, by using their palm as
an interaction surface, and by supplying audio feedback, it is possi-
ble to create an ultra-mobile device that retains a spatial interaction
metaphor that previously required a concrete mechanism for provid-
ing visual feedback.

1.1 MOTIVATION AND RESEARCH APPROACH

During the course of this research, my collaborators and I took a some-
what unconventional approach. Instead of performing a series of de-
sign iterations to solve some real-world problem, we instead focused
exclusively on creating an ultra-mobile yet still spatial interface.

We started with the idea that mobile devices are not so mobile anymore;
recent top-of-the-line mobile phones are considerably larger than the
previous generation. For instance, the iPhone is larger than the previ-
ous generation of phones and sizes have since increased even more. We



set out to imagine a world where this was not the case; where mobile
devices continued, as they evolved, to get smaller and smaller, that is,
more and more mobile. However, for that to happen something had to
go: the touchscreen.

But, we found it was not enough to simply remove the screen. We
also wanted to retain the same interaction style as current mobile de-
vices, so users could transfer the knowledge they have from existing
interfaces.

Therefore, the challenge became: to design a mobile device that could
be arbitrarily small yet retain the spatial interaction style common to
touchscreen devices. Since the interface had to exist somewhere, we
considered: what if the interface existed only in the user’s imagination.
We christened such an interface as an imaginary interface and used this
as the guiding principle to drive our further research.

Once establishing the “game rules” for Imaginary Interfaces, we set
out to explore this new interaction style on four fronts. First, what
was the low-level (pointing, drawing, etc.) interaction performance that
users could achieve? Second, how could such a system be built? Third,
how could users learn where targets were located within an imaginary
interface? And fourth, what human perceptual abilities were exploited
during interaction with an imaginary interface?

1.2 PRINCIPLES OF IMAGINARY INTERFACES

The guiding principle of Imaginary Interfaces is that the interface exists
only in the user’s imagination. However, this principle can be broken
down into two more specific principles. The first creates a link back to
touchscreen devices and the second is a function of mobility.

Principle #1 — There is one global spatial layout of interface elements
(i.e., each location in space contains only one Ul element at a time).

This principle ensures that the underlying layout of an imaginary inter-
face is spatial and not iconic or gestural. Like the touchscreen devices
that Imaginary Interfaces derive from, each UI element exists at a loca-
tion in space. This allows the user to use their muscle memory and
visual understanding of the interface to quickly target a location. We
choose to use a simple flat 2D interaction plane to correspond as closely
as possible with existing interfaces but the concept of Imaginary Inter-
faces could apply to curved planes or full 3D interfaces if the user could
acquire a strong understanding of the spatial layout.

Principle #2 — Interface elements are not visible when you interact with
them (i.e., a user must always imagine where the element is).



By not providing a dedicated surface for input and output, but instead
relying on the user to maintain an internal “image” of the interfaces,
we could shrink the device to the minimum while still retaining the
same interaction style. However, because of this we had to limit any
mechanism that temporally multiplexed single locations with multiple
functions (for instance, long scrolling lists of options) to maintain a
level of consistency, and therefore predictability, in the system.

1.3 ORGANIZATION AND SUMMARY OF FINDINGS

Chapter 1 introduces the concept of Imaginary Interfaces and summa-
rizes the contribution of this dissertation.

Chapter 2 surveys existing research related to Imaginary Interfaces and
sets the foundation for this dissertation.

Chapter 3 details three exploratory experiments that begin to flesh out
what is possible with an imaginary interface and where they might
be useful. The first two studies show that participants were able to
reproduce simple drawings in mid-air using an imaginary interface
and that targeting performance improved when the participant used
their non-dominant hand to set the reference frame of the interaction.
The final study in this chapter presents initial results into the selection
accuracy of a mid-air imaginary interface.

Chapter 4 presents the design of two interaction styles, mid-air and
palm-based, each accompanied by a hardware prototype that show-
cases the interaction style and suggests how a deployable device could
be built. The chapter concludes with a controlled lab study comparing
the selection accuracy of both interaction styles.

Chapter 5 presents a method for learning a palm-based imaginary inter-
face based on transferring interface knowledge from an existing device
to an imaginary interface. This chapter contains two user studies. The
first investigates the amount of spatial knowledge users inadvertently
acquire while using a touchscreen mobile phone and if that knowledge
can be transferred to another interface. The second study comprehen-
sively tests the selection accuracy on the palm compared to a conven-
tional touchscreen mobile device.

Chapter 6 goes beyond the design of Imaginary Interfaces and investi-
gates what human sensing capabilities enable interaction with a palm-
based imaginary interface. The chapter contains three formal lab stud-
ies that show how performance with a palm-based imaginary interface
is affected primarily by visual cues (i.e., watching yourself interact) and



1.3 ORGANIZATION AND SUMMARY OF FINDINGS \

when that is not available, by the tactile cues available on the interac-
tion surface, especially when the interaction surface can feel itself being
touched, as is the case with a palm-based imaginary interface.

Finally, Chapter 7 wraps up the contributions of this dissertation and
presents limitations, several directions for continued work and a discus-
sion on how designers of future mobile devices could apply the lessons
learned in this dissertations to create more humane devices that aim
only at augmenting our experiences, not replacing them.
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2 RELATED WORK

The goal of Imaginary Interfaces is to create mobile interactive inter-
faces that offered a spatial interaction style and could be fully minia-
turized. As such we were heavily inspired by the research on spatial
interfaces, which firmly establishes the benefits of this interaction style,
and from wearable computing, from which we take the goal of ultra-
mobility and convenience.

The wearable computing body of literature is rich in prototype systems
that offer extreme mobility by using the body as an interaction surface.
Similarly inspiring were mid-air gestural interfaces that offer interac-
tion that does not require a physical device.

Finally, since Imaginary Interfaces have no visual feedback, eyes-free
interfaces and interfaces for visually impaired users are especially rele-
vant, as is the large body of perceptual psychology literature on tactile
and multi-sensory perception.

2.1  SPATIAL INTERACTION

Modern Uls often take advantage of the human ability to use and learn
an interface with spatially arranged UI elements. Especially when com-
pared to lists or hierarchical arrangements of commands, spatially ar-
ranged interfaces often perform very well. For instance, in the classic
Data Mountain study, Robertson et al. (1998) found that when users
could choose the spatial layout of webpage shortcuts on a virtual 3D in-
terface, they were able to retrieve these shortcuts with much higher ac-
curacy than with a list-based interface, both immediately after (Robert-
son et al. 1998), and in followup sessions (Czerwinski et al. 1999). A
subsequent study by Cockburn and McKenzie (2002) showed that the
3D nature of the original interface was actually a hinderance and a
simple 2D interface outperformed the 3D version in both virtual and
physical interfaces.

For users to properly operate a spatially arranged interface, it needs
to be anchored to something. With a conventional touchscreen the
frame of the device unambiguously provides this function but for less
fixed interfaces, the method of stabilization becomes a design choice.



Billinghurst et al. (1998) categorizes augmented reality (AR) based spa-
tial interfaces as either head, body or world-stabilized. Imaginary Inter-
faces are, in one sense, body-stabilized as the camera is mounted to the
user’s chest and tracks the location of both hands with respect to the
body. However, we take an additional cue from bimanual interaction
research, in particular Guiard’s (1987) kinematic chain model, and use
the non-dominant hand to coarsely set the frame of interaction, while
the dominant hand performs fine input within that space. This effec-
tively creates a fourth style of stabilization (beyond Billinghurst et al.’s
three): a non-dominant hand stabilized interface.

Using the non-dominant hand to set the reference frame is well known
to help mid-air interaction. Hinckley et al. (1997) found that two hands
interacting together provide enough context to maintain a frame of ref-
erence without visual feedback. Balakrishnan and Hinckley’s (1999)
followup showed that either visual feedback from the interface or from
the non-dominant hand is sufficient to maintain the kinesthetic reference
frame necessary for spatial interfaces. Tan et al. (2002) continued this
work by showing the kinesthetic cues available from pointing to a tar-
get on a touchscreen help to improve performance over mouse-based
interaction.

Concurrently to our initial investigation into Imaginary Interfaces,
Cockburn et al. (2011) were investigating what they call air pointing.
They looked at three styles of pointing with varying levels of visual
feedback: ray casting onto a 2D plane, directly on a 2D plane and in
3D. The mid-air Imaginary Interface corresponds very closely to the 2D
plane air pointing with no visual feedback. Cockburn et al. presented
a framework for air pointing designs in two parts. The first part,
interaction qualities, specified the goals of an air pointing interface.
The goals were: learnablity by novices, selection speed for experts,
expressivity (the number of selectable locations), cognitive effort and
comfort. The second part identified the interaction dimensions as the
reference frame for spatial input, scale of spatial input control, input
degrees of freedom, feedback modality and feedback content.

Cockburn et al. did an excellent job of predicting some of the issues
we would find with Imaginary Interfaces. For instance, their accuracy
measurements for feedback-less interaction are, while worse than with
full feedback, at an acceptable level for some interactions. They found
the 2D interaction plane to be the most efficient interaction style, which
we instinctively chose as the interaction layout for the first version of
Imaginary Interfaces. This finding clearly spelled out the need for a
strong reference frame, which is one of the main themes of Chapter 3,
where we show that using the left hand as the origin to the interaction
provides a very strong reference system that can be maintained while
in motion.



2.1.1  Extending spatial input beyond the display

Recent research projects in mobile computing have led to a number
of input techniques that extend the area for spatial input to the space
around a conventional touchscreen. For example, SideSight (Butler et al.
2008), Abracadabra (Harrison and Hudson 2009) and HoverFlow (Kratz
and Rohs 2009) (who introduce the term around the display interaction)
all provide a level of spatial input around a mobile device with the
goal of increasing the interaction space. With Piles-across-space, Wang
et al. (2009) allow users to create bins of off-screen objects around a
handheld device. Jones et al. (2012) explores how to use the space
around the device to support multi-scale navigation.

However, this increase in input area can come at a cost. Ens et al. (2011)
measured user performance of off-screen selection when guided by on-
screen feedback. They revealed that directly pointing to objects off-
screen takes up to fours time longer than pointing to a comparable ob-
ject shown visibly (in this case with a projector) and that pointing accu-
racy decreases with distance into offscreen space. However, it might be
possible to overcome these limitations with more advanced techniques,
such as using spatial correspondence (matching off-screen and on-screen
interfaces) to improve the selection accuracy of unseen targets (Piet-
roszek and Lank 2012) or using techniques like Around-Device Binning
(Hasan et al. 2013) to collect off-screen space into “bins” that improve
retrieval time.

Regardless of performance measures, increasing the interaction space
beyond the screen offers a compelling interaction style that researchers
continue to experiment with. Peephole displays (Yee 2003) and the orig-
inal concept from Cameleon (Fitzmaurice 1993) offer spatial input that
maps physical movement of the device to movement in a virtual world.
One can revisit a virtual location by returning to the same physical po-
sition. Similarly, Cao and Balakrishnan (2006) use tracked handheld
projectors to create a room-sized interface which is only ever partially
revealed by the beam of the projector and with Minput (Harrison and
Hudson 2010), users move around a small device to operate within a
larger space using only the small screen of the device for visual feed-
back.

Some research projects have explored allowing multiple users to access
the interaction space together, which enables some compelling interac-
tions. Cao et al. (2007) extend their handheld projector interaction and
Lucero et al. (2010) extend the peephole metaphor to multiple users
who combine to create a larger interface, with each mobile device dis-
playing a spatially consistent portion of the global interface. Second
Surface (Kasahara et al. 2012) is a collaborative system that allows users
to interact in the empty space of the environment around them, while
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the results of this interaction (for example, 30 drawings) are visible to
other users of the system through the device.

2.1.2 Spatial interaction without a screen

Mobile phones no longer follow a trend toward miniaturization and
are actually larger today than they were a few years ago. This trend re-
versal is partly because small touchscreens are very difficult to operate.
Projects such as nanotouch (Baudisch and Chu 2009) and Ridgepad
(Holz and Baudisch 2010) have showed how to increase touch accu-
racy on very small screens but the real miniaturization begins when
the screen can be eliminated completely. This is the approach we took
with Imaginary Interfaces as removing the screen all together allowed
Imaginary Interfaces to become arbitrarily small.

This approach has also been followed by a few other projects but for
different reasons. The most similar to Imaginary Interfaces is Virtual
Shelves (Li et al. 2009; Li et al. 2010), a mobile phone interaction tech-
nique that allows users to invoke a command in an eyes-free manner
by pointing to it in the hemisphere in front of them. Folmer and
Morelli (2012) combined free hand movement with vibrotactile feed-
back to specify the location of space of an interface element without
visual feedback. They called this a tactile-proprioceptive display where
users scan the interaction area to come across targets that are signaled
with vibrotactile feedback. Similar principles can be applied to mobile
phone rotations (Morelli and Folmer 2012) and movements through an
environment (Fallah et al. 2012).

Other proposed interfaces offer non-visual spatial interfaces for several
specialized scenarios. For instance, Mouseless (Mistry and Maes 2010)
allows users to mimic the use of a mouse beside a laptop, Spatial Sketch
(Willis et al. 2010) allows users to define the shape of a laser printed
object by gestures, Data Miming (Holz and Wilson 2011) captures the
description of an object from the user’s hand gestures to select objects
from a large database. Also, Imaginary Reality Gaming (Baudisch et al.
2013) uses similar principles to enable playing a ball game without the
game by obtaining all the information needed from how other players
interact with an imaginary ball.

For the most part all non-visual interfaces sacrifice some interactive abil-
ity to offer an non-visual interface. They do this to increase mobility by
allowing for a smaller, lighter or cheaper device; or when offering an
interface for visually impaired users. However, for some interfaces, vi-
sual feedback has been found to actually harm interaction performance.
Witt et al. (2008) found that visual feedback in a head-mounted dis-
play prevent users from attending to the gestures they are performing,
which compromised performance. Similarly, Kajastila and Lokki (2013)



provides some hint that vision-based interaction might sometimes be a
hinderance. Their results indicate that audio-based menus can be com-
parable to visual menus and are especially useful in situations where
the user’s vision is occupied with some other task, such as walking or
driving.

2.2 INTERACTION ON AND AROUND THE BODY

Imaginary Interfaces derive in spirit from the wide area of wearable
computing. We share the goal of creating always available, nearly in-
visible and completely integrated personal computing technology to
support day to day life.

2.2.1  Wearable devices

By integrating a device into users’ clothing or attaching it to their body
in some way, wearable devices offer a robust method of implement-
ing the goals of wearable computing. For instance, the Body-Coupled
FingeRing (Fukumoto and Tonomura 1997) uses finger-worm sensors
to turn any surface into an input device and GesturePad (Rekimoto
2001) turns part of the user’s clothing into a touch pad.

With Disappearing Mobile, Ni and Baudisch (2009) explored extremely
small wearable input devices. They tested text input using a single
point scanning interface mounted on the user’s wrist. They point out
that one of the main challenges for spatial interaction without visual
feedback is to connect strokes (relative position features). Sturm et al.
(2009) obtained a similar finding when investigating gestural interfaces
for blind users and use this to motivate for dynamic haptic displays to
provide the necessary feedback to support the interaction.

Inspired by the wrist watch, many wearable computing projects have
chosen the wrist as a location to mount an interface. Rekimoto’s (2001)
GestureWrist infers hand gestures indirectly by sensing changes in the
shape of the wrist, while Raghunath and Narayanaswami (2002), Blaské
and Feiner (2004), Ashbrook, Lyons, et al. (2008) and among others
investigated direct touch a watch-like device. With their nanotouch
device attached to the wrist, Baudisch and Chu (2009) explained how
touch input precision could be improved by touching the underside of
the watch band.

Other systems, such as GestureWatch (Kim et al. 2007) and subsequent
follow-up work (Lee and Starner 2009; Deen et al. 2010) as well as
Abracadabra (Harrison and Hudson 2009) sense gestures performed by
the dominant hand near and around the wrist-worn device. Fukumoto
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and Tonomura’s (1999) Whisper is a wrist-worn speech platform that
sends audio signals through the user’s finger placed in their ear. Blaské
et al. (2005) built a simulated wrist-mounted projector. Finally, The
AugmentedForearm (Olberding et al. 2013) is an exploration into body-
mounted displays that extend along the user’s forearm and Holz et al.
(2012) explore the interaction capabilities of devices implanted under
the user’s skin.

2.2.2 Interaction on the body

However, the ultimate mobile interface might not be a device at all.
The problem with conventional mobile devices, according to Kristof-
fersen and Ljungberg (1999), is that they often require two hands for
input, there is no place to put the device and too much visual atten-
tion required. Because of this, one-hand interaction is well-suited for
mobile interaction because it leaves the other hand free to manipulate
the environment. Kristoffersen and Ljungberg (1999) explain how mo-
bile workers often struggle to operate a handheld device while they are
doing their job. Often they must “make place” for their interaction, in-
terrupting the flow of their primary task. One solution to this is to use
a readily available surface within the environment as the interaction
surface.

The availability of the user’s own body as a surface for mobile interac-
tion coupled with a body-worn projectors has been exploited in many
research projects. The early concept MARisiL (Pulli and Antoniac 2004)
led the way to the more advanced prototype systems Brainy Hand
(Tamaki et al. 2009), Skinput (Harrison et al. 2010), Palm Display (Kim
et al. 2010), OmniTouch (Harrison et al. 2011) and Armura (Harrison
et al. 2012).

Sixth Sense (Mistry et al. 2009), a projector and camera-based wearable
computer, is a well-known example of this type of system. It provides
spatial gesture input like Imaginary Interfaces but relies heavily on the
projector to provide visual feedback.

In situations that do not afford projection, the user’s familiarity
with their own body allows for non-visual interfaces that exploit
the user’s tactile and proprioceptive senses. For instance, with their
Body Mnemonics design concept, Angesleva et al. (2003) provide an
earlier example of this interaction. While, BodySpace (Strachan et al.
2007) and Mnemonical Body Shortcuts (Guerreiro et al. 2008) provide
prototype systems that use positions on the body as shortcuts for
mobile device functionality.

Similarly Point-Upon-Body (Lin et al. 2011) and Shoemaker et al.’s
(2010) body-centric wall interaction prototype assign functions to posi-



tions on the user’s body that can be activated with the help of feedback
from an external display (e.g., with interactive walls).

Wagner et al. (2013) goes beyond the system-related work to present a
design framework for taking into account how interaction on the body
influences interaction in the environment. The design space, called
BodyScape, allows researchers to classify techniques based on the re-
lationship of the input and output surface of the environment. For in-
stance, a technique that combines mid-air pointing with on-body touch
will conflict when the on-body target is located on the pointing arm.

2.2.3 Interaction on the palm

In the same way, other projects have used the user’s palm as an inter-
action surface but in many cases coupled with a projector for output.
Several projects, such as the already mentioned Sixth Sense (Mistry et
al. 2009) and Brainy Hand (Tamaki et al. 2009), propose using the palm
as an interaction surface. In fact, the use of the palm as a mnemonic de-
vice has existed since at least medieval times with the Guidonian Hand
(Wikipedia 2013), a system for learning music by placing sequences of
notes on parts of the palm.

The palm’s abundant tactile features and natural divisions make it use-
ful for representing various grid-like interfaces: as a number pad (Gold-
stein and Chincholle 1999), television remote control (PalmRC (Dezfuli
et al. 2012)), for text entry (kiTTY from Kuester et al. (2005)) and for
elaborate input/output such as with the Mobile Lorm Glove (Gollner
et al. 2012). Nakatsuma et al. (2011) alternatively chose to use the back
of the user’s hand as the interaction surface.

In virtual reality (VR) applications, the palm plays a central role in some
techniques. For instance, the Haptic Hand (Kohli and Whitton 2005) ex-
ploits the ready availability of the user’s non-dominant hand to provide
a surface for interaction in VR applications. The performance improve-
ment possible when interacting on a surface, instead of in the mid-air
was also the motivation behind Sibert and Hahn’s (1999) Hand-Held
Windows, which used a physical prop as an interaction surface while in-
teracting in a VR environment. This phenomenon was studied by Wang
and MacKenzie (2000), who found that having a physical constraint (in
their case a table) improved VR interaction speed substantially with a
small decrease in accuracy.

2.2.4 Interaction around the body

Other interface concepts have exploited users’” intimate familiarity with
their peripersonal space (defined by Rizzolatti et al. (1997) as the space
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directly around us) and their proprioceptive abilities. Chen et al.’s
(2012) collection of body-centric interaction techniques shows how the
space on and around the body can be combined to offer compelling
interactions. Folmer and Morelli’s (2012) previously mentioned pro-
prioceptive display combines proprioception with spatially triggered
vibrotactile feedback to allow eyes-free exploration of the featureless
space in front of the user.

Similarly, Motion Marking Menus (Oakley and Park 2009) use proprio-
ception to enable eyes-free input for handheld devices and the AirWrit-
ing (Amma et al. 2013) glove uses an accelerometer and gyroscope to
effectively capture and characterize in-air writing for text entry. While
the Wearable Virtual Tablet (Ukita and Kidode 2004) enabled users to
virtually draw on arbitrary surfaces using a head mounted camera.

2.2.5 Microinteractions

Imaginary Interfaces (and especially the Imaginary Phone introduced
in Chapter 5) are particularly well suited for supporting microinterac-
tions—the quick mobile device interactions that characterize the domi-
nant interaction mode for mobile phones (Ashbrook 2010).

Ashbrook, Clawson, et al. (2008) showed that it takes over 4.5 seconds
on average just to begin an interaction with a mobile phone stored
in your pocket. This is a substantial overhead for an interaction that
overall often only lasts a few seconds. Oulasvirta et al. (2005) showed
that in many situations mobile devices users only have 4-8 seconds to
complete an interaction before they must attend to the environment
around them. To satisfy this constraint, Ashbrook (2010) argues for
systems based on sequences of microinteractions that each take less
than four seconds from start to finish.

Several research projects have explored interaction techniques that were
either designed specifically to support microinteractions or could be
applied to them. For instance, with PinchWatch, Loclair et al. (2010)
proposes using a depth camera to sense one-handed gestures, cou-
pled with a small wrist-mounted display, to support microinteractions.
Whack gestures (Hudson et al. 2010) are also well-suited for microin-
teractions. They are super quick interactions performed by slapping
a device while it remains in your pocket—for example, to silence a
ringer. PocketTouch (Saponas et al. 2011) also offers quick interaction
by sensing touch on the surface of a device through clothing. Nenya
(Ashbrook et al. 2011) employs a magnetically tracked ring to sense
small movements of the ring that could be used as a low-bandwidth
input device suitable for microinteraction-style tasks.

Wolf et al. (2011) explored microgestures to perform microinteractions
while grasping another objects and with Tickle (Wolf et al. 2013),



proposed using finger-mounted sensors to detect these small gestures
while interacting with any object.

Lower fidelity gestures, such as head tilting (Crossan et al. 2009) or
wrist movement (Rahman et al. 2009) are also good candidates for mi-
crointeractions.

2.3 SENSING TECHNIQUES FOR INTERACTION

There are many approaches to sensing interaction on and around the
user’s body that would be applicable to Imaginary Interfaces. Ap-
proaches typically use either custom electronic hardware to sense the
interaction or employ computer vision tehcniques to interpret the scene
in front of the user including the user’s hand gestures. See also Morris
et al.’s (2010) survey on always-available mobile interaction as an excel-
lent starting point.

2.3.1  Hardware-based approaches

There are a few technical approaches to sensing touch on the surface
of the hand. First, a designer could place sensing material on the
palm. For example, the Chording Glove (Rosenberg and Slater 1999)
and ki1TTY (Kuester et al. 2005) cover parts of the operator’s hand with
electrical contacts that, when touched with another contact, register a
touch event at a specific location. The Mobile Lorm Glove (Gollner
et al. 2012) similarly uses fabric pressure sensors distributed over the
surface of a glove to sense touch. Although this method could produce
highly reliable and perhaps high-resolution input, the fact that the user
must wear something over their hand prohibits the general use of this
approach.

Second, a system could observe the physical manifestations of touch
from afar. For example, Skinput (Harrison et al. 2010) senses taps on
the hand and forearm by measuring the different patterns of vibrations
that travel up the arm. Point-Upon-Body (Lin et al. 2011) uses ultra-
sound transducers located on the users’ wrists to localize touch on their
forearms. Nakatsuma et al. (2011) show how to sense touch and ges-
tures on the back of the hand with infrared (IR) proximity sensors and a
piezoelectric transducer. Touché (Sato et al. 2012) uses swept frequency
capacitive sensing obtain a unique capacitive attenuation profile that
differs based on the path current takes through the body. They use this
to train a machine learning classifier that classifies touch on various
locations on the body. The Magic Finger (Yang et al. 2012) uses a small
camera attached to the end of the user’s finger to enable interaction on
the body or any other surface.
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Similar techniques can also be used to sense the hand posture and ges-
tures. GestureWrist (Rekimoto 2001), for example, senses hand pos-
tures by observing the changes in the shape of the wrist, while Hrabia
et al. (2013) reconstructs hand pose from sensors located on the user’s
finger joints.

2.3.2 Computer vision-based sensing

Alternatively, computer vision has been used for a wide range of hand
sensing interfaces. However, each computer vision sensing technique
tends to cater to specific situation. There is a large and vibrant re-
search community built around the problem sensing articulation of a
user’s hands with computer vision; the survey on this topic from Moes-
lund et al. (2006) contains 424 references and research has continued
strongly since then. However, there is currently no general purpose
hand tracker that recognizes the pose and location of hands in a nat-
ural environment. Such a solution might not be too far off, as recent
research has demonstrated some very impressive results. For instance,
Oikonomidis et al. (2012) present a system that successfully separates
two intertwined hands, a difficult problem because of the inherent sub-
stantial occlusion.

From a more application centric point of view, Wachs et al. (2011)
present a survey of vision-based approaches to hand gesture applica-
tion. They argue that computer vision based approaches are well suited
for hand gesture interaction because the sensing is inherently nonintru-
sive, passive and silent, and available at a low cost. Furthermore, the in-
stalled camera can be used for other tasks (such as taking photographs)
beyond sensing interaction. However, there are significant challenges
to the wide-spread adoption of vision-based sensing: robust sensing
is very difficult to obtain in varying lighting condition, moving scenes
and varying background and because of differences among users.

Researchers have explored many on-body locations and configurations
for a wearable camera, from the chest-mounted form factor we use
in our Imaginary Interfaces prototypes, to head-mounted (Tamaki et
al. 2009) and shoulder-mounted (Harrison et al. 2011) and even shoe-
mounted cameras (Bailly et al. 2012). Mayol-Cuevas et al. (2009) present
a framework for evaluating the placement of wearable vision sensors
on the user’s body. They argue that, although there is no overall best
placement, an active camera (i.e., mounted on a servo to allow it to
follow a target of interest) mounted on the shoulder is an excellent
compromise between field of view, social acceptance, suitability for a
range of tasks and body motion.

Digits (Kim et al. 2012), and predecessors (Vardy et al. 1999; Ahmad
and Musilek 2006), takes a slightly different approach by using a wrist-



mounted camera to determine the posture of the hand, but not its po-
sition in space, to support gestural input. While Wang and Popovi¢
(2009) demonstrated robust hand tracking with computer vision based
on a multicolored glove.

Until recently, computer vision based sensing was limited to tracking
the location and pose of each hand for the purpose of gestural interac-
tion, but they did not allow the user to use their uninstrumented finger
to select a position on their bare hand. This, perhaps, has not been done
previously because of the difficulties of separating the two hands. With
the wide-spread available of depth sensing cameras this has become
tractable. Wilson (2010) showed how to detect touch on static surfaces
using a depth sensing camera, while OmniTouch (Harrison et al. 2011)
and the Imaginary Phone (from this dissertation) use computer vision
techniques with a wearable depth sensing camera to interact with an
interface located on the users hand and forearm.

2.4 GESTURAL AND '‘NATURAL' INTERACTION

As Jacob et al. (2008) explain, interactive systems have evolved sub-
stantially over the years. Starting with command-line interfaces, mov-
ing to direct manipulation (Shneiderman 1983) and instrumental inter-
action (Beaudouin-Lafon 2000), we are currently entering the era of
Reality-based Interaction. Jacob et al. described how Reality-based In-
teraction is a new model for interactive devices and techniques that
exhibit four complementary components: 1) Naive physics; 2) Body
awareness and skills; 3) Environment awareness and skills; 4) Social
awareness and skills. These concepts are similar to the term natural
user interface (NUI), which is often used to note the fundamental shift
from metaphor-laden graphical user interfaces (GUIs) to a more direct
and intuitive interface.

Imaginary Interfaces sits between categories. It employs the free hand
gesture style common in NUIs but by retaining spatial interaction, it al-
lows users to leverage their familiarity with direct manipulation touch
interfaces.

By allowing for empty handed interaction, Imaginary Interfaces takes
advantage of the naturalness of gestural interaction. Gesture is complex
behavior that has been widely studied in other disciples (see McNeill
(1992) for example) but for the purposes of interaction with a com-
puter system, as suggested by Mulder (1996) we can use Sturman and
Zeltzer’s (1993) definition of whole hand input as “the full or direct use
of the hand’s capabilities for the control of computer-mediated tasks”.
I adopt a slightly more expanded definition to also include the use of
the whole body.
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This interaction style is not all that new. Starting in the 1980s with
Bolt’s (1980) ‘put-that-there” and Krueger et al.’s (1985) VIDEOPLACE re-
searchers have been investigating ways of increasing the expressiveness
of interaction by using gestures performed by users’ hands and their
bodies as input to computer systems. See also the gesture taxonomy
for interaction from Karam and Schraefel (2005).

However, only recently, motion sensing components (such as accelerom-
eters and gyroscopes) have became routinely embedded in mobile and
wearable devices, opening up this input channel to control our devices.
At the same time, advances in depth sensing cameras (most notably
with Microsoft Kinect’s full body skeleton reconstruction (Shotton et al.
2011)) have made full-body gestural input common place, at least for
home entertainment.

Also, for years, immersive VR environments have used freehand ges-
ture input (i.e., whole hand interaction (Sturman and Zeltzer 1993))
as their primary interaction mode. Pinch-sensing gloves, such as the
DataGloves (Zimmerman et al. 1987), have been used since the 198os,
see Sturman and Zeltzer (1994) for a detailed survey. Even ignoring
the cost and complexity, gloves are limited in their general usefulness
because of social norms and problems with durability.

Researchers have also transferred this interaction style to the desktop.
GWindows (Wilson and Oliver 2003) is a desktop gestural interface
based on robust stereo vision techniques. And projects such as Charade
(Baudel and Beaudouin-Lafon 1993) have investigated how humans can
interact within virtual environments as they do in person. Others have
looked at improving 3D gestural interaction by tracing the gestures over
physical props (Jackson and Keefe 2011).

Often though, gestural input is limited to a series of categorical ges-
tures. That is, one posture of the hand results in one corresponding ac-
tion. The Gesture Pendant (Starner et al. 2000) and predessors (Starner
et al. 1997) are classic examples of this interaction style. However, these
simple gestures do not approach the complexity and expressiveness of
gestures in normal social interaction, which support a conversation by
adding a secondary stream of information that complements speech
with spatial relationships that would be difficult to express otherwise
(Emmorey et al. 2000).

2.5 MOBILE INTERFACES FOR VISUALLY IMPAIRED
USERS

Many systems have been developed to help visually impaired users op-
erate the predominately visual interfaces present on modern comput-
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ing devices. Since these systems all operate without visual feedback,
they are particularly relevant to Imaginary Interfaces.

Visually impaired users rely heavily on tactile cues but modern
touchscreen-based devices lack the tactile discoverability of button-
based devices. To address this, McGookin et al. (2008) investigated
tactile overlays and gesture-based interfaces to increase the usability
of touchscreen phones. The Talking Tactile Tablet (Landua and Wells
2003) uses tactile and audio feedback to complementarily reinforce
learning through dual modalities. EarPod (Zhao et al. 2007) and
BlindSight (Li et al. 2008) combine liberal amounts of audio feedback
with a tactile-rich form factor to enable eyes-free operation.

Touchscreen-based interfaces allow for highly dynamic interfaces
where the user cannot predict where a given function will be located.
To address this, researchers have turned to audio feedback to “explain”
the interface to the user. For instance, Pirhonen et al. (2002) investi-
gated combining audio output with gestural input, and Brewster et al.
(2003) followed up on the work by improving the audio feedback with
3D spatiality and a more dynamic nature.

Text entry provides an even more difficult problem with visually im-
paired users, especially on touchscreen-based devices. Oliveira et al.
(2011) compares several recently proposed touch-based text entry meth-
ods. They found that performance with a given technique depends
heavily on the user’s abilities (tactile sensitivity and spatial reasoning)
and there is no overall best technique.

Beyond research prototypes, visually impaired users regularly employ
mobile technology to gain more independence (Kane et al. 2009). Com-
mercially available mobile phone interfaces come in two categories:
cursor-based and touch-and-explore interfaces.

Cursor-based interfaces, such as Mobile Speak®, have a cursor that an-
nounces the current function as the user moves around the interface in
single steps, allowing the user to traverse the interface in a predictably
way.

Alternatively, touch-and-explore interfaces allow users to navigate the
interface by dragging freely on the touch screen and listening to the au-
ditory feedback in response (as in the Talking Fingertip Technique (Van-
derheiden 1996), SlideRule (Kane et al. 2008), VoiceOver for iPhone?
and Explore by Touch for Android devices3). The touch-and-explore
interaction mode allows users to access familiar items faster than the
linear effort imposed by a cursor-based list. However, to do this, they
must build up spatial memory to be able to target a memorized loca-
tion.

1 http://www.codefactory.es/en/products.asp?id=316
2 http://www.apple.com/accessibility/iphone/vision.html
3 http://support.google.com/android/bin/answer.py?hl=en&answer=2492750
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2.6 PSYCHOLOGICAL FOUNDATIONS OF NON-VISUAL
INTERFACES

Since Imaginary Interfaces rely so much on unconventional feedback
mechanisms (tactile, etc.) it is important to survey the wealth of knowl-
edge in this area available from psychology literature.

2.6.1  Transfer learning

The Imaginary Phone, introduced in Chapter 5, depends heavily on
transferring spatial knowledge between interfaces. However, this is not
the only place where transfer learning has been applied. In education,
transfer of learning is the concept of learning in one context either en-
hancing or undermining performance in some other context (Perkins
and Salomon 1992) and we know that knowledge is best transferred
when the circumstances of acquisition are similar to retrieval (Morris

et al. 1977).

In computing, transfering spatial knowledge from one context to an-
other is often used. New versions of software depend on being similar
enough to previous versions, so users can transfer there knowledge
and remain productive. Also, researchers have looked into how well
knowledge transfers between environments. For instance, Wallet et al.
(2009) investigated the transfer of spatial knowledge from a virtual en-
vironment to the real world. Such a system could be used for training
of dangerous or impractical situations. Hornof et al. (2008) looked at
transferring spatial knowledge from a 2D visual virtual environment to
a 3D auditory space.

2.6.2 Spatial memory and visual perception

Baddeley and Hitch’s (1974) model of working memory contains a sub-
system called the visuospatial sketchpad that is responsible for maintain-
ing short term visual memories and spatial relationships. Imaginary
Interfaces takes advantage of this ability and throughout this disserta-
tion we will refer to people’s short term capacity to recall the location
of objects in space as visuospatial memory.

When pointing to a target in mid-air, users perform best if they can
see both the target and their hand (Berkinblit et al. 1995). However,
when removing the image of the target (as with our mid-air imaginary
interface style) a similar perceptual process is in place, as the remem-
bered target can be placed into the well established current frame of
reference (Darling and Miller 1993), leading to only slightly degraded
performance.
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2.6.3 Multi-sensory integration

When interacting spatially in the world, humans gather information
from many senses (visual, tactile, proprioceptive, etc.) that must be
combined (using a process called multisensory integration) to produce
a general understanding of the environment (Driver and Spence 1998).
Because of this, even though modern touchscreen interfaces rely heav-
ily on vision, proprioception and taction also play an important role.
For details on the mechanisms of multisensory integration refer to the
excellent review article by Ernst and Biilthoff (2004).

However, proprioception alone is not precise enough to enable fine-
grained interaction (targeting can be off by 8o mm on average (Fuentes
and Bastian 2010)). Instead, eyes-free interaction typically involves pro-
prioception and taction working together since taking either away de-
grades performance substantially (Voisin et al. 2002). Similarly vision
and taction work in concert, at least for the hand (Ladavas et al. 2000).

Touch itself is multi-faceted and has three distinct flavors: active touch
(the person touching something); passive touch (something touching
the person); and intra-active touch (the person touching him or herself)
(Bolanowski et al. 2004). Each has its own capabilities: active touch
is a scanning mechanism that allows the actor to build up an under-
standing of the scene over time (Gibson 1962), while passive is limited
to “being touched”. However, this is mitigated by the high spatial res-
olution of the hand (tactile discrimination ranges from 7.7 mm on the
palm to 1.6 mm on the index finger tip (Vallbo and Johansson 1978)).
On the other hand, intra-active touch, as is used in palm-based imag-
inary interfaces, combines the capabilities of both (Bolanowski et al.
2004), allowing users to actively explore the interface while passively
noting the location of discovered targets.
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3 IMAGINARY INTERFACES

In this chapter, I begin the exploration of what is possible with Imagi-
nary Interfaces by asking the question: To what extent can users inter-
act spatially with an interface that exists only in their imagination?

I present three studies that begin to get at the essence of interacting
with Imaginary Interfaces. The first study investigates participants’
ability to create simple drawings in mid-air; the second investigates
how well participants could annotate simple drawings when stationary
compared to when mobile; and finally, the third study obtains a first
understanding of pointing accuracy with this style of interaction.

Contributions

The main contribution of this chapter is to elaborate on the concept of
Imaginary Interfaces by providing the results of early proof-of-concept
studies on how well users could interact with an interface that exists
only in their imagination. I show that, with a simple mid-air imag-
inary interface, 1) users are able to create simple drawings, in some
cases better than with comparable eyes-free interfaces; 2) using the non-
dominant hand as a reference frame significantly improves interaction
accuracy when mobile; and 3) users are able to consistently select mid-
air targets based on coordinate instructions, albeit with relatively high
error.

3.1 PROOF OF CONCEPT USER STUDIES

Each of the following studies investigated participants” ability to inter-
act spatially using an imaginary interface. Since the distinct feature of
Imaginary Interfaces is that there is no visual feedback, our main goal
across these studies was to determine to what extent users” visuospa-
tial memory (i.e., their ability to recall precise spatial locations in their
visual field) could replace the visual feedback traditionally present on
mobile devices (e.g, on a touchscreen). In other words, our goal was to
determine if users could define an imaginary interaction plane in mid-
air and successfully manipulate and annotate objects located on that
plane by imagining where the objects were located.
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The first study investigated if participants could draw single stroke
characters and simple sketches. Participants completed the single
stroke characters with high (94.5%) recognition rate. However, the
quality of multi-segment drawings decreased with the number of
strokes, presumably because of the limitation of their visuospatial
memory.

The second study investigated how far user motion impacts visuospa-
tial memory. Participants’ performance of annotating an imaginary
drawing dropped significantly when they physically turned around be-
tween drawing and annotating. However, by using their non-dominant
hand as a spatial reference, the effect was partially alleviated.

The third and final study tested participants’ ability to point to a lo-
cation specified in Euclidian coordinates, specifically vertical units of
index fingers and horizontal units of thumbs. We found targeting error
correlated with the Manhattan distance of the target from the user’s
fingertips, which serve as strong visual landmarks.

In each experiment we used sensing hardware (an optical tracker in-
stallation), which is not appropriate for a real life deployment. Using
this highly reliable and accurate platform allowed us to test the under-
lying limits of user performance with the interaction style instead of
the quality of a prototype implementation.

3.2 STUDY 1: BASIC SHAPES AND DRAWINGS

To obtain an understanding of the role of visuospatial memory for in-
teracting with imaginary interfaces we set out to discover if users of
imaginary interfaces are subject to the same difficulties in connecting
strokes reported by Ni and Baudisch (2009). With a similar goal of
ultra-miniaturization, they tested text input using a single point scan-
ning interface mounted on the user’s wrist. They discovered that one
of the main challenges for spatial interaction without visual feedback
is to connect strokes, as they lack relative position features.

Figure 3.1: In the study re-
ported by Ni and Baudisch
(2009), ‘D’s were often mis-
recognized as ‘P’s.

As illustrated by Figure 3.1, their participants often drew what was rec-
ognized as a ‘P’ character instead of a ‘D’ because the participants failed
to connect the end point of the stroke to the starting point due to the
absence of visual control. The participants could not see the interaction
with the sensor because it was obscured by their own hand.
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The current study replicates that experiment using an imaginary in-
terface to determine if the participants’ visuospatial memory can help
them locate the relative position features and enable drawing of cor-
rectly formed shapes.

3.2.1  Tasks and procedure

After an introduction to the task and apparatus, each participant be-
gan a series of trials. For each trial, the experimenter held up an a4
sheet of paper to the participant that contained one of the randomly
selected stimulus drawings for the current task. The stimulus drawing
are reproduced in Figure 3.2.

URDGPO. /.
ABC 7 @A,

Figure 3.2: Study 1 stimulus drawings — for each task, participants repro-
duced (a) task 1: single-stroke Graffiti characters; (b) task 2: sim-
ple shapes drawn repeatedly; (c) task 3: more complex sketches
involving multiple strokes.

When the participant indicated they were ready, the experimenter hid
the stimulus drawing from view and the participants replicated it in
the space in front of them as illustrated by Figure 3.3a. Participants
performed an ‘L’ gesture with their left hand and sketched with their
right hand. The system recorded the 3D position of both of the partic-
ipant’s hands throughout the trial. The trial was complete when the
participant indicated so.

The trials were divided into three tasks, performed in order:

1. Graffiti: Participants drew six Graffiti' characters. The characters,
shown in Figure 3.2a, were selected from Ni and Baudisch (2009)
because they were especially difficult to complete eyes-free. The
challenge was to connect and align the end of the stroke to obtain
proper recognition.

2. Repeated drawing: In this task participants drew a simple square
and triangle (stimulus is shown in Figure 3.2b) repeatedly five
times in a row without stopping—each subsequent drawing
placed over the previous.

1 http://en.wikipedia.org/wiki/Graffiti_(Palm_0S)
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3. Multi-stroke drawing: In this task participants drew a set of five
more complex sketches (see Figure 3.2¢), each of which involved
multiple drawing strokes.

Each participant completed all three tasks, i.e., they drew all the
sketches shown in Figure 3.2. They completed the experiment session
within ten minutes.

3.2.2 Hypotheses

This study was mainly exploratory in nature but we did have one quan-
titative hypothesis, namely that participants would perform fewer Graf-
fiti recognition errors than reported by Ni and Baudisch (2009). Even
though the sketches had no visual representation, we expected partici-
pants to build up visuospatial memory of the shape by watching their
hands act, which would allow them to successfully complete the shapes
by matching the required relative position features.

The purpose of the repeated drawing task was to allow us to obtain a
measure of the lower limit of error on connecting (the vertices of the
shapes) by using strokes with very simple movements and very short
time periods. The purpose of the multi-stroke drawing task was to ex-
plore how stroke connection accuracy decreases with increasing num-
ber of strokes.

3.2.3 Apparatus

The apparatus is shown Figure 3.3b. In order to obtain full 3D position
and rotation information we used an optical tracking system (an Opti-
Track motion capture system with eight vioo cameras). Participants
wore a marker set on the back of each of their hands. A third marker set
placed on the participant’s sternum allowed us rotate the collected 3D
position data to a common orientation for all users removing the effect
of rotation. The system tracked the marker sets with 1 mm accuracy.

3.2.4 Participants

We recruited 12 participants (five female) from our institution to take
part in the study. They were between the ages of 20 and 30 (M=24.2,
SD=2.95). All participants set the reference frame with their left hand
and drew with their right. One participant was left-handed (participant
1) but was proficient with using a mouse in his right hand and comfort-
able performing the drawing tasks with his right hand. Participants
were given a small gratuity for their time.
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OptiTrack
cameras

gloves
with
markers

Figure 3.3: Study 1 task — (a) For each trial the participant replicated a simple
sketch on an imaginary interaction plane. (b) An optical tracking
system tracked hand positions over time.

3.2.5 Data processing

From each trial we collected a series of timestamped 3D positions and
rotations for marker sets located on the participant’s hands and their
sternum. For each timestamp we converted the three 3D positions and
rotations to a single 2D coordinate by first rotating them as if the par-
ticipants were directly facing the x-y plane, i.e., their gaze followed the
z-axis. The z coordinate was then discarded, leaving the remaining x
and y coordinates to specify the location of both hands on a perfectly
vertical interaction plane. The final 2D drawing position was taken rel-
ative to the left hand.

The apparatus allowed us to track the position of participants” hands,
but not the pinch gestures. Therefore, we manually marked the begin-
ning and end of each stroke post-hoc. Most participants paused briefly
at the start and end of each drawing motion, which simplified the clas-
sification.

We analyzed the graffiti task by running the captured drawings through
a Graffiti recognizer®. The repeated drawing task was analyzed by mea-
suring the average distance per vertex of the triangle/diamond. Multi-
stroke drawings were not formally analyzed.

2 Pen stroke recognition: http://blog.monstuff.com/archives/000012.html
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3.2.6 Results

Graffiti task

Figure 3.4 shows the complete set of drawings created by the partici-
pants for this task. Overall only 5.5% of the gestures were unsuccess-
fully recognized versus 15.0% for the same subset from Ni and Baud-
isch (2009). These results are summarized in Figure 3.5.

VRO PO WROG RO
UR DG PO sgURD EPRLO
URDO RO JRD GEO

VROGPO »URD GPO
OO0 JRDG PG
UJRDGPO DS PO

Figure 3.4: Study 1 results for task 1 — all characters participants drew for
the graffiti task, resized to match. Each half row is data from one
participant. Misrecognized characters are underlined.

The error rate of drawing characters using the imaginary interface was
comparable to Graffiti text entry on pen devices (2.9% for the same sub-
set of characters by first time users with 5 minutes of training (Macken-
zie and Zhang 1997)). While we did not collect enough data for sta-
tistical analysis, the data suggest that the relative position features issue
pointed out by Ni and Baudisch does not apply to Imaginary Inter-
faces, at least not to the same extent. Since the participants were able to
watch themselves interact (and could not in Ni and Baudisch’s study),
they were likely able to exploit their visuospatial memory to success-
fully connect the strokes.

percent of errors
20%

. Imaginary Interface
. |:| Ni and Baudisch

10%

5.5%

0%

overall

Figure 3.5: Study 1 aggregate results for task 1 — Graffiti recognition error
rates compared to Ni and Baudisch’s feedback-less gesture input.
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The reader must be cautioned that our results presented here and those
from Ni and Baudisch were collected under different study conditions.
Since we did not test Ni and Baudisch’s interface along with our in-
terface, we cannot say conclusively that one is more accurate than the
other. However, we think there is good reason to believe that being
able to observe the interaction resolves the issue of unmatched position
features experienced in Ni and Baudisch’s study.

Repeated drawing task

Figure 3.6 shows the complete set of drawings created by the partici-
pants for this task and Figure 3.7 shows the average distance between
all vertexes for (a) each repetition from the first and (b) each repeti-
tion from the previous. Overall the average error from previous for
the diamond was 2.20cm (SD=0.90) and for the triangle was 3.25cm
(SD=2.31). The decreasing error distance from the previous suggests
that participants built up visuospatial memory of the shape with repe-
tition and the fact that users kept drifting away from the first suggests
that later loops overwrote earlier ones.

56080008003
ABAAAALBANA A

Figure 3.6: Study 2 results for task 2 — all drawings made by all participants.
Each column is data from one participant.

B triangle
[ diamond

1—2 1—3 1—4 155 1—2 2—3 3954 455
repetition repetition

error distance in cm

Figure 3.7: Study 1 results for task 2 — graph showing all error rates by repe-
tition (+ one standard error of the mean): (a) error rate relative to
first drawing and (b) error rate relative to previous drawing.
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Multi-stroke drawing task

Figure 3.8 shows all sketches created by the participants. We observed
several interesting points: (1) Alignment between strokes seems to de-
crease with the complexity of the sketch. (2) The individual letters
of the ABC string are well drawn; participants, however, condensed
whitespace, causing letters to overlap. (3) Relative scale appears reason-
ably correct. Misalignment appears to be caused mostly by translation
errors derived from choosing the wrong starting point.

1@%@%& o 7 Y4
2 (0 @ 7 B A

(9 T B R @ﬁﬁ&%@
ﬁ%%@w@ W/Q%/[L@

+ @
® 7 A <o e @ A (|
@ 7+ B Lm -® A Pum

Figure 3.8: Study 1 results for Task 3 — the drawings made by all 12 partici-
pants in multi-stroke drawing task. Each half row is one participant,
resized for comparison.

3.2.7 Discussion

Overall, the results of this initial investigation were promising. Par-
ticipants were able to create the basic characters and sketches despite
the lack of visual feedback. Unlike previous finding, problems with
closing shapes were minimal, perhaps because participants built up vi-
suospatial memory by watching their hands throughout the interaction
and used this spatial understanding to match the beginning and end of
their strokes.

While alignment within a stroke was good, aligning strokes in multi-
stroke sketches seemed to challenge participants. There are clearly lim-
its to how complex a drawing can be successfully created without vi-
sual feedback. Once a stroke was completed the participants would of-
ten slightly misplace the next strokes indicating that their visuospatial
memory was beginning to break down. However, it remains unclear
under what conditions this breakdown occurs. In the next study, we
investigate this more formally.
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3-3 STUDY 2! RETURNING TO A DRAWN FEATURE

The purpose of this study was to more formally explore what causes
visuospatial memory to fade when using Imaginary Interfaces. In par-
ticular we sought to determine if movement caused the participants to
misplace their starting point, which would result in misaligned interac-
tion. The participants’ task was to draw a simple shape, then go back
and point to one of the vertices of what they just drew. In one condition,
participants pointed right away; in another condition participants had
to turn around between drawing and pointing. This task represents the
interaction required when adding to or annotating an existing drawing.
We expected that since movement of the participant will change their
visual field, their visuospatial memory will also be disrupted, causing
their annotations to be worse than when remaining stationary.

3.31  Task

Participants began each trial with their hands at their side and the ex-
periment apparatus displayed a simple glyph on a computer screen
(Figure 3.9a). As shown in Figure 3.10, all glyphs were constructed
from four strokes.

Participants pressed the footswitch to begin the trial and, if in the REFER-
ENCE HAND condition, raised their left hand to perform the ‘L" gesture.
Then participants replicated the displayed glyph with the right hand
(Figure 3.9b) and pressed the footswitch again. In half of the trials,
participants rotated their bodies by 9o° at this point.

Figure 3.9: Study 2 task — (a) at the start of each trial the participant stood
in front of one of the foot switches and viewed the glyph on a
monitor. Each trial consisted of two phases: (b) drawing the glyph
and (c) selecting a corner of the drawn glyph.
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Next a computer generated voice announced “Select 17, “Select 2” or
“Select 3” and started the timer. Participants selected the indicated cor-
ner from the glyph they just had drawn (Figure 3.10b) and committed
by pressing the foot switch, which stopped the timer.

.—I 1
_ 32
L i r [le ®
Figure 3.10: During each trial, participants (a) drew one of these five glyphs
and then (b) pointed to one of its three corners.

Participants dropped their arms to get ready for the next trial and if
they had not rotated earlier in the trial they rotated now.

The system recorded the participant’s rendition of the glyph and the
selected position. Error was defined as the 2p Euclidean distance be-
tween the selected position and the location of the corner drawn earlier.
Task time was the duration of corner selection activity.

3.3.2 Independent variables

There were two independent variables: the two-level variable Bopby ro-
TATION and the two-level variable REFERENCE SYSTEM.

BODY ROTATION In the ROTATE conditions, users rotated their entire
body by 9o° between drawing the glyph and acquiring the point
on it. In the sTAY conditions they did not.

REFERENCE SYSTEM In the HAND condition, participants drew the
glyph with their reference hand in the air and position was
computed relative to this hand. In the NONE condition, they drew
with their left hand along their side and position was computed
relative to their torso.

3.3.3 Hypotheses

We expected that participants would be able to fully use their visuospa-
tial memory when stationary (i.e., in the sTAY condition), but that this
would be impaired when moving, i.e., the body rotation done in the
ROTATE condition would partially prevent the participant from match-
ing up their current position to their previous position. Therefore we
hypothesized that:

HYPOTHESIS H1 There will be lower error in the sTAaY conditions than
in the ROTATE conditions.
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However, when rotating, based on Hinckley et al.’s (1997) assertion that
using two hands together form a stable reference system, we expected
participants will be able to use their left hand as a visual reference point
to, in part, fill in for the disruption of the visual reference frame caused
by the body rotation.

HYPOTHESIS H2 Inthe ROTATE conditions, we expect lower error in the
HAND condition than in the NONE condition.

Although we had no expectation for a difference in performance be-
tween HAND and NONE conditions when the participant did not rotate,
we were interested in seeing if an effect was noticeable. We are also
curious if the HAND and NONE conditions would differ in task time.

3.3.4 Apparatus

The apparatus for this study was identical to that used in the previ-
ous study except that we added two monitors on the floor and four
footswitches arranged in a circle around the participant as shown in
Figure 3.9a.

We processed the data from the optical tracker in the same manner as
in Study 1.

3.3.5 Participants

We recruited a new set of participants, ten males and two females, from
our institution and community to participate in this study. They were
between 22 and 31 years old (M=24.2, SD=3.3). All were right handed.
Each received a small gift in exchange for their time.

3.3.6 Experiment design

The experiment used a two body rotations (ROTATE, STAY) X two ref-
erence systems (HAND, NONE) within-subjects factorial design. Each
condition consisted of 15 trials. Each trial within a condition used one
unique combination of glyph (see Figure 3.10) and corner number. The
presentation order within a block was randomized and the blocks were
counterbalanced using a balanced Latin square.

With 12 participants, four conditions and 15 trials per condition, a total
of 720 trials were completed in the study. Due to tracking errors with
the 3D tracking system, 16 of those trials (2.2%) were discarded and not
included in the subsequent analysis.

33



34

| IMAGINARY INTERFACES

Participants were trained on the operation of the experimental appara-
tus and the task until they indicated they were comfortable and under-
stood what was required of them. All participants completed the study
in 30 minutes or less.

3.3.7 Results

We performed a multivariate 2 X 2 repeated measures analysis of vari-
ance (ANOVA) on error and task completion time. Figure 3.11 contains
a summary of the results.

T L
. T 10 time in seconds
6 _errorincm B —_————
+ 8
4 — 6 —
4
2 _
2
0 a 0
stay rotate stay rotate

Figure 3.11: Study 2 results — (a) error and (b) task completion time separated
by BoDY ROTATION and REFERENCE SYSTEM (+ one standard error
of the mean).

Overall, the HAND conditions had an average error of 5.4cm (SD=0.4)
and the NONE condition had an average of 6.3 cm (SD=0.3), which was
a significant difference (Fy,11 = 16.007, p =0.002).

Also, participants in the sTaY condition (M= 5.1 ¢cm, SD=0.3) had signif-
icantly less (F111=16.007, p=0.002) average error than in the ROTATE
condition (M=6.6cm, SD=0.4).

The ANOVA did not find any significant interaction effects between the
REFERENCE sYSTEM and BODY ROTATION variables.

To investigate closer we performed four post-hoc paired samples t-tests
(and subsequently controlled for inflation of Type I error by using an
adjusted a of 0.05+4=0.0125). The first two post-hoc tests compared
the HAND and NONE conditions separately in both Bopy ROTATION con-
ditions. When the participant did not rotate (i.e., in the sTay condition)
there was no significant difference but when participants did rotate
they were significantly more accurate when using their hand as a refer-
ence (t11 =4.621, p=0.001).

Similarly, the last two post-hoc tests compared the sTay and ROTATE
conditions separately in each REFERENCE sYSTEM condition. When the
hand was used as a reference system there was no significant difference
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in accuracy between the sTay and ROTATE conditions, however partici-
pants were significantly more accurate when not rotating in the NONE
condition (t1; =3.978, p =0.002).

With respect to task completion time, the ANOVA also indicated that
ROTATE trials took longer than sTAy trials (Fq 11 =42.135, p <0.001). This
effect was completely expected as it took time for participants to per-
form the rotation.

In addition, the ANOVA also showed a significant overall main effect
for the REFERENCE SYSTEM factor (Fj11=5.657, p<0.038) on task com-
pletion time. Although the difference was small (8.3 sec. compared to
8.7 sec.) the hand condition was significantly slower than without the
hand, presumably because of the extra time required to lift the non-
dominant hand.

3.3.8 Discussion

Study 1 demonstrated that, even though users are able to create sim-
ple drawing, they struggled when multiple strokes are required and
when their visuospatial memory was disrupted. In this study we con-
firmed that causing a disruption of visuospatial memory, in this case
by forcing the participant to make a quarter turn, led to significantly
lower accuracy. However, this effect was significantly lessened when
participants used their non-dominant hand as a reference.

In other words, by allowing the user to associate their mid-air ges-
tures with a movable reference point within their control (i.e., their
non-dominant hand), the imaginary interface users provided the user
with the necessary structure to reestablish the imaginary interaction
plane after their visual field (and hence visuospatial memory) was dis-
rupted.

However, we must still deal with situations when visuospatial memory
has completely degraded or was never present in the first place. The
following study addresses this.

3.4 POINTING BY COORDINATES

The previous two studies explored the use of Imaginary Interfaces in sit-
uations where users either create a simple sketch or recall a sketch from
memory to annotate it. While we think of this sort of unstructured in-
put as being a common application scenario, there are situations where
users might want to take specific coordinate data into account when
drawing or pointing. A user might construct a stock curve that passes
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through certain specific points or users might want to point to a coor-
dinate pair received over an audio connection (the audio manual says
“the green button is located at...”).

Here, we offer a very basic mechanism for Imaginary Interfaces to sup-
port this. As illustrated by Figure 3.12, when the user performs an ‘L’
shaped gesture with their non-dominant reference hand, a coordinate
system is established. The user’s thumb forms the unit vector along the
x-axis and the index finger forms the unit vector along the y-axis. This
coordinate system allows referring to locations on an imaginary inter-
action plane using coordinate pairs, such as (2,1) in the shown example.
Negative coordinates can be used to refer to locations left of the index
finger and below the thumb.

Figure 3.12: The user’s thumb and index
finger span a coordinate system that gives
each point on the plane a unique address.

Here the point “two thumbs right, one in- == ;_;
dex finger up” is labeled (2,1). (0,0)

To understand the capabilities and limitations of coordinate-based
pointing we conducted a study that tested participants’ ability to
point to a location specified in Euclidian coordinates, more specifically
vertical units of index fingers and horizontal units of thumbs. We
found targeting error correlated with the Manhattan distance of the
target from the user’s fingertips, which serve as visual landmarks.

3.5 STUDY 3! POINTING BASED ON COORDINATES

In this study participants acquired targets given to them as coordinate
pairs in (thumb, index) length units. We measured error as the Eu-
clidean distance from the target. We hypothesized that error would
grow with the distance from the tips of index finger and thumb, which
participants use would as visual landmarks.

3.5.1 Task and apparatus

For each trial, participants started in a neutral position with their hands
held loosely at their sides. Participants then received the target location
as two digits via audio and displayed on a monitor. They pressed a
footswitch, which started the timer and the trial.
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Participants then raised their hands, performed an ‘L’ gesture with their
left hand and acquired the indicated target by pinching with their right
hand (Figure 3.13a). Participants committed the acquisition by pressing
a foot switch again. This prompted the system to record the 3D location
and rotation of the body and both hands, to play a confirmation sound
and to complete the trial.

In preparation for the next trial, participants dropped their arms and
rotated approximately 9o° to simulate mobile use.

&

Figure 3.13: Study 3 task — (a) Participants selected a target at the coordinate
announced by the system, (b) the coordinate was chosen from a
set of 16 positions from (-1,-1) to (2,2).

We used the marker-based tracking system from Study 1 and Study 2
again as the apparatus for this study.

3.5.2 Experiment Design

Participants selected all targets on a 4 x 4 grid (Figure 3.13b) five times
each in random order for a total of 8o trials. Together, the 12 partici-
pants completed g6o trials. All participants completed the trials in 30
minutes or less.

3.5.3 Participants

We recruited a new set of 12 participants (five female) from our insti-
tution and community. Two participants were left-handed but both
used the mouse in their right hand and performed the experiment us-
ing their right hand. Participants were between 21 and 27 years old
(M=23.0, SD=2.0). Each received a small gift for their time.
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3.5.4 Hypotheses

Since the previous study showed that participants benefit from using
their non-dominant hand to set the reference frame, we expected that
error would increase with distance from this hand. In particular, we
expected error to increase the further the selection point was from the
two main landmarks, i.e., the fingertips of the ‘L’ hand:

HYPOTHESIS H1 Pointing accuracy will be highest at the fingertips.

HYPOTHESIS H2 Pointing accuracy will decrease as the distance from
the nearest fingertip increases.

3.5.5 Data preparation

To allow us to compare selection positions between participants, we
performed a more complex (compared to the previous two studies) set
of data preparation operations that corrected for differences in partici-
pants’ interaction planes and hand sizes.

First we corrected for participants interacting in planes of different tilt.
For each participant, we determined the interaction plane using a lin-
ear planar regression based on all of their 3D selection positions. We
then rotated this plane into the x-y plane and projected onto that plane,
discarding the z coordinate. All further processing was done with the
resulting 2D data.

Next, we corrected for differences in finger sizes. Since the tracking
system tracked only entire hands, we reconstructed finger tips from the
data for the (0,0), (0,1) and (1,0) targets. Following this, we corrected
for the rotated and skewed interaction planes based on the three points
gathered in the last step. The coordinate space was transformed such
that the tip of the index finger was located at (0,1), the tip of the thumb
at (1,0) and the origin at (0,0).

Note that the coordinate transformation and finger size calculation is
a byproduct of our apparatus. It is not necessary for a camera-based
prototype (such as we describe in Chapter 4) because such a prototype
would actually “see” finger lengths and could establish the interaction
plane directly from the fingers.

We removed 16 outlier trials (1.7%) from the data. We defined an out-
lier trial where either the x or y position was more than 1.5 times the
interquartile range above the third quartile for each position after the
above corrections. Many of the outliers appeared to be the participants
mistakenly swapping the x and y coordinates.
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3.5.6 Results

To summarize the selection accuracy across participants we calculated
the minimum button size for each location that would capture 95% of
the participants’ selections. This metric, also known as error spread or
variable error was calculated as four times the standard deviation (two
standard deviations on each side of the mean) per user per location.
As shown in Figure 3.14, we aggregated these data by the Manhattan
distance from the nearest visual landmark (i.e., the index finger tip
or thumb tip) for each coordinate the participants selected in the study.
The figure clearly shows that the locations with a Manhattan distance of
o (i.e., the finger tips) were indeed the most accurate and that minimum
button size increased as the distance from the finger tips increased.

min button size (finger length units)

0.8
04 —————
0.0 l+
0
Figure 3.14: Study 3 aggregate results — (a) error spread by Manhattan dis-
tance from the nearest finger tip (& one standard error of the

mean). (b) The same data overlaid as oval buttons on the imagi-
nary interaction plane.
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Breaking these results down per participant (shown in Figure 3.15), we
see a fair amount of variation, especially at the extremities. Again, each
oval encodes two standard deviations around the mean position (i.e.,
95% of all targeting positions) for that location. You can see that some
participants are consistent overall and others, while accurate close to
the fingers are much less accurate in the space above the hand.

3.5.7 Discussion

In this study we quantified the positioning error for 16 locations sur-
rounding the left hand and calculated the smallest button sizes that
remain selectable at these locations.

As expected the fingertips were the most accurate locations, with but-
ton sizes of 0.35 thumbs wide and o0.21 index fingers high. As the Man-
hattan distance increased from the nearest finger tip error increased
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Figure 3.15: Study 3 raw results — error per target position per participant in
finger length units. Each oval represents the minimum buttons
sizes that would capture approximately 95% of selections for that
target per participant.

linearly as shown in Figure 3.14. Overall, participants were able to se-
lect targets that were 0.722 X 0.401 finger lengths in size. Given that
from the average index finger size is 10.66 cm (measured from thumb
crotch to tip) and average thumb length is 6.66 cm (Greiner 1991) then
the overall average minimum button size is 4.81 cm in the x direction
and 4.27 cm in the y direction.

However, the size of the targeting areas differs greatly within the range
tested and between participants. Upon inspection of Figure 3.15 you
can see that some participants had a lot of trouble with the more distant
targets while others did not. We expect that with better training all
users could reasonably target distant imaginary targets.

Despite complaints from the participants, who stated they did not like
the locations in the negative quadrants, these locations offered similar
targeting ability as those in the positive quadrant.
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Since Imaginary Interfaces rely, in part, on well-maintained visuospa-
tial memory anything that restricts the creation or disrupts previous
memory of the necessary spatial knowledge will affect how well peo-
ple can operate these “feedbackless” interfaces.

The first study in the chapter showed that although small scale draw-
ing could be created in a consistent manner, the multi-stroke drawing
began to push the limits of what was possible with this simple version
of Imaginary Interfaces. In the second study, we showed that moving
within the environment also had a significant impact on the retention of
the spatial memory necessary to retarget a position that had been pre-
viously drawn. However, performance could be significantly improved
by using the non-dominant hand as a visual reference point. In the final
study we showed how participants were able to select locations based
on instructions encoded as a coordinate pair containing multiples of
index finger and thumb length, and that selection accuracy diminished
with distance from the finger tips.

With these studies we have gained first insights into the design space
of Imaginary Interfaces, and can recommend a few basic guidelines to
designers of imaginary interfaces:

1. Keep the required drawings simple. Users are readily able to
produce basic shapes on an imaginary interaction plane but have
problems as the complexity of the drawing increases.

2. To avoid overwhelming the user’s visuospatial memory or allow-
ing it to degrade, users should be encouraged to create annota-
tions right away while memory is still fresh. By waiting too long,
changes in scenery could make it more difficult to reestablish the
imaginary interaction plane.

3. When mobile, allow the user to set the reference point with their
non-dominant hand. This helps the user to reestablish their visu-
ospatial memory by providing a strong visual reference points
that demonstrably improves performance in reestablishing the
imaginary interaction plane.

4. Exploit the features (such as finger length) of the reference hand
to provide directions to imaginary interface elements. For exam-
ple, “the ok button is located at position 1,2.”

5. Since pointing accuracy decreases as the distance from the refer-
ence hand’s fingers increases, allow users to draw and point close
to their reference hand. To allow users to use the entire imagi-
nary space effectively, complement small imaginary buttons close
to the reference hand with large imaginary buttons at a distance.
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CONCLUSIONS

This chapter provided an initial elaboration of Imaginary Interfaces,
user interfaces that allow users to interact spatially without visual feed-
back. While traditional interfaces are either spatial (e.g., touchscreens)
or non-visual (gestures), Imaginary Interfaces combine both aspects.

In this chapter, we showed that, despite offering no explicit visual or au-
dio feedback, users of imaginary interfaces are able to produce simple
drawing and annotate them, with the help of the non-dominant hand
as a reference. As an initial investigation into the foundations of inter-
active Imaginary Interfaces, this chapter showed that users were able
to select mid-air targets with reasonable accuracy, but with decreasing
accuracy as the distance from the finger tips increases.

The studies in this chapter lay the foundation for Imaginary Interfaces,
whose main purpose is to bring spatial interaction to screenless mobile
devices. Such devices have the highest potential for miniaturization.
The ability to create and share simple sketches on the fly opens up a
range of new application scenarios, such as providing short gestural in-
put or sharing sketches with driving directions as part of a phone call.
Beyond this, as I will come to in later chapters, users could also inter-
act with a conventional spatial interface that they previously acquired
knowledge of, or with the liberal use of audio feedback, users are able
to browse and operate completely unfamiliar imaginary interfaces.

The apparatus we built for these studies was not the final intended
form factor of Imaginary Interfaces. We chose an optical tracking in-
stallation to be able to concentrate on the human performance that was
possible with the interface and to avoid measuring only the quality of
the prototype.

However, to validate the concept of Imaginary Interfaces I must also
show a viable mobile form factor. In the following chapter, I present
two hardware prototypes that support, respectively, the mid-air style
interaction explored in this chapter and a new palm-based interaction.
These prototypes, while not production ready, represent two possible
sensing platforms that could be used to produce deployable imaginary
interfaces.



4 FORM FACTORS AND
PROTOTYPES

In this chapter I further develop the concept of Imaginary Interfaces
by presenting the design of two different interaction styles, mid-air and
palm-based, along with two hardware prototypes that implement these
interaction styles. Both prototypes are based on a chest-mounted cam-
era sensing platform that tracks the users hands while interacting with
the interface.

As introduced in the previous chapter, the mid-air interaction style
places the imaginary interaction plane in the empty space in front of
the user (Figure 4.1a). By using their non-dominant hand to frame the
interaction space with an ‘L’ gesture, users can select targets and draw
using a pinch gesture with their dominant hand.

On the other hand, the palm-based interaction style, which I introduce
in this chapter, places the imaginary interaction plane directly onto
the palm of the user’s non-dominant hand, as shown in Figure 4.1b.
Users interact simply by tapping on the surface of their hand, just like
a touchscreen. This readily available surface provides many tactile and
visual landmarks that encourage learning of target locations.

After introducing the two interaction styles and prototypes, I conclude
with a formal evaluation of selection accuracy using each interaction
style. We found that the palm, presumably because of the abundance
of visual and tactile features, allows for significantly higher selection
accuracy (the palm-based interface was 36.6% more accurate than the
mid-air interface).

Figure 4.1: Interaction styles of Imaginary Interfaces — (a) mid-air interac-
tion uses the empty space in front of the user as the interaction
“surface”, while (b) palm-based interaction exploits the user’s non-
dominant hand as the interaction surface.
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Contributions

There are three main contributions in this chapter: 1) a further descrip-
tion of the mid-air interaction style and the implementation details of a
representative prototype; 2) a description of the palm-based interaction
style, also with a representative prototype; and 3) a formal comparison
of the two interaction styles.

4.1 MID-AIR IMAGINARY INTERFACES

The mid-air interaction style, as introduced in the previous chapter,
uses the empty space in front of the user as the interaction surface.
The user establishes the lower-right corner of the imaginary interaction
plane by forming an ‘L’ gesture at that location, then pinches in space
to provide input to the imaginary interface.

Since there is no visual feedback from an imaginary interface, we were
free to choose the most user-accessible space for the imaginary inter-
action plane: the empty space directly in front of them. It is a large
interaction space, that can be expanded at will, as long as its bounds
remain within the reach of the user.

The ‘L’ gesture sets both the origin and the unit size of a 2b coordinate
system. The origin is located at the joint between the index finger and
thumb, and the unit lengths for the x and y axes are set by the length of
the thumb and index finger, respectively. This visual reference allows
users to acquire targets using coordinates of the style “two thumbs
up and three index fingers to the right”. In the previous chapter, I
showed how this allowed for reliable acquisition of targets measuring
on average 4.8 X 4.3 cm.

To make selections and to draw on the imaginary interaction plane,
users employ a pinch gesture. The pinch gesture is relatively simple to
sense with computer vision techniques (as we described in the follow-
ing section) and also has a distinct benefit for interaction, as described
by Wilson (2006): there is perfect correspondence between the user feel-
ing the tactile feedback of there thumb and index finger touching and
the computer system sensing that a pinch has occurred. Compare this
to a pointing gesture based on piercing an imaginary interaction plane:
the user receives no immediate feedback from the environment when
they ‘touch’ the interaction surface because there is nothing physical
there to touch.

The ‘L’ gesture has another benefit. It can provide a unique ‘on” ges-
ture for an interactive system based on the imaginary interface. If the
system does not see a hand forming the ‘L’ gesture, all input could be
ignored. Once it observes the gesture, the interactive features of the
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imaginary interface could be instantly invoked. Since the gesture is an
unusual posture, it is unlikely that users would accidentally invoke the
system and perform unwanted input.

4.1.1  Mid-air prototype

For the benefits of Imaginary Interfaces to be realized, the sensing
mechanism must be small and mobile. In the user studies in the pre-
vious chapter we used an fixed optical tracker installation to prototype
interaction with an imaginary interface. While practical for a research
installation, that setup requires an expensive and fixed installation in
the target environment and is therefore not representative of how an
imaginary interface might be implemented in the real world.

A wide variety of sensing mechanisms could be used to track a user’s
hands and could thus be used to implement a mid-air imaginary in-
terfaces (see Section 2.3 for a survey of sensing technologies). Inspired
by the Gesture Pendant (Starner et al. 2000), we chose a chest-mounted
camera with IR illumination to sense the user’s hands as they interact in
front of the user. Our prototype, shown in Figure 4.2, tracks the hands
of the user when held in front of their chest using computer vision
techniques.

Figure 4.2: Closeup of the mid-air prototype mounted to a user’s chest.

The device consists of a Fire-i black-and-white camera with a 107°
wide angle lens equipped with an IR-pass filter. The camera returns
a 640 X 480 pixel grayscale image at 30 Hz representing the scene in the
IR spectrum. Surrounding the lens is a ring of IR LEDs that illuminate
the user’s hands. The camera is connected to a computational backend
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(on a laptop computer) via Firewire 400. Overall, the sensing compo-
nents measure 5.25 X 5.25 Cm.

The wide field of view of the camera used in this prototype allows the
user substantial freedom regarding where to place their hands while
interacting. However, there is a trade off. The wider the field of view,
the less pixels will be used to represent the hands, resulting in lower
sensing accuracy. We found the lens field of view in this prototype
was appropriate for our purpose of showcasing the technology, but a
deployed solution might consider a higher resolution camera or per-
haps an actuated camera that follows the hands, as recommended by
Mayol-Cuevas et al. (2009).

Our prototype obtains good separation of the user’s hands from the
background by illuminating the space with infrared light (Figure 4.3a).
Since the hands are close to the illuminant, they are much brighter
than the background scene. Note, however, that this approach requires
controlled lighting and, for example, does not work in sunlight, which
would overwhelm the relatively weak illuminant.

Figure 4.3: Computer vision pipeline for the mid-air prototype: (a) Retrieve
raw image from the camera; (b) apply threshold; (c) find contours;
(d) determine three points of the ‘L’ gesture from left hand and
the pinch point from the right hand.

The computer vision pipeline can be broken down into these steps:
First, the raw image is thresholded (Figure 4.3b) separating the hands
from the background. From this binarized image the system finds all
contours (Figure 4.3¢) and discards all but the two largest groups (des-
ignated left and right hands). Then, as shown in Figure 4.3d, the sys-
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tem determines the tip of the thumb and index finger by finding the
top-most and right-most points and uses these points to define the in-
teraction plane.

In Figure 4.3d the pinch location is also shown. Employing the ap-
proach of Wilson (2006), the system determines that a pinch has oc-
curred by testing for the presence of a interior contour in the pinching
hand. An unpinched hand will not have this interior contour, providing
a robust mechanism of determine if the user has pinched. The system
determines the pinch location to be the left-most point on the pinching
hand. Finally, this pinch location is transformed to fit the coordinate
system defined by the left hand and passed as a 2D coordinate point to
the currently running application.

4.2 PALM-BASED IMAGINARY INTERFACES

A mid-air imaginary interface lets users point to an interaction surface
located in empty space in the space in front of them. By framing the
interaction area with an ‘L’ gesture (Figure 4.4a) users were able to
redefine the imaginary interaction plane where ever and whenever they
would like. Alternatively, there is another convenient location for an
imaginary interaction plane that is just as convenient to use: the palm
of the non-dominant hand (Figure 4.4b).

Figure 4.4: (a) With a mid-air imaginary interface users interact in empty
space framed by the ‘L’ gesture, (b) with a palm-based imaginary
interface, the interaction surface coincides with the surface of the
non-dominant hand.

While a mid-air imaginary interface offers a much larger interaction
area, the palm-based version offers a benefit that could be very bene-
ficial when learning an imaginary interface: memorable landmarks. As 1
showed in Section 3.5, proximity to landmarks—in that case the tip of
index finger and thumb—helped participants to acquire targets. How-
ever, the empty space of the a mid-air imaginary interaction plane is all
but devoid of landmarks. The palm, in contrast, is full of landmarks,
many of which even have commonly known names (e.g., the index fin-
ger tip), allowing users to create symbolic associations.
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As a side effect, on the palm, a tap is established by the physical contact,
very much like on any touch screen. This results in four additional
benefits:

1. Stabilize the finger: physical contact between hands stabilizes the
finger during pointing, perhaps resulting in less fatigue (Park et
al. 2012).

2. Eliminate pinching: most users are more experienced and thus
skilled with tapping than with the pinching gesture required by
a mid-air imaginary interface.

3. Spatial haptic feedback: during tapping, the sensation on the non-
dominant hand reflects the acquired location, providing an addi-
tional cue for target location.

4. Eliminate parallax: when targeting in empty space, the finger is
free to move in 3D and is thus often outside the 2D interaction
plane of the imaginary interface. Mapping the finger position to
the desired 2D point on the plane, however, is subject to ambiguity
and pointing error because we cannot know how the user concep-
tualizes this projection: orthogonal projection, line-of-sight, etc.
Pointing on the palm avoids this problem.

While it is hard to compare the overall number of addressable loca-
tions in empty space to the palm, the combination of the four factors
listed above increases the pointing resolution on the palm. Also, the
small size of the palm-based interaction surface could be less socially
awkward to use in public than the large size of the mid-air interface.

4.2.1  Palm-based prototype

Sensing hardware

Interaction on the palm opens up other sensing options, such as gloves
(Kuester et al. 2005) for example. However to retain the natural feel of
an empty hand, we chose to use a vision-based approach like the mid-
air prototype. Unfortunately, to sense touch on an uninstrumented
hand, the IR camera based approach of the previous prototype will not
work. When the two hands overlap they will appears as one large ‘blob’
to the computer vision pipeline. There is not enough information to be
able to separate the hands.

Therefore, we chose to use a time-of-flight depth camera (see Kolb et al.
(2010) for detailed discussion of their abilities) because, unlike other ap-
proaches, the extra depth information allows us to separate the hands
when they are overlapping. Figure 4.5 shows the prototype in action.
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Figure 4.5: The prototype tracks input using a time-of-flight depth camera
(PMD]vision] CamCube).

The time-of-flight camera also enables our prototype to work in all
lighting conditions, including outside in direct sunlight (as shown in
Figure 4.6), unlike standard infrared cameras or other types of depth
sensing cameras (for instance Microsoft’s Kinect camera). Our depth
camera is a PMDJ[vision] CamCube that provides frames at 40 Hz with
200 x 200 pixel resolution.

Figure 4.6: (a) The time-of-flight depth camera even works in direct sunlight.
(b) The unaffected output of the camera.

Although we mounted our camera on a tripod looking over the user’s
shoulder (our camera was large and heavy, see Figure 4.5), depth cam-
eras have evolved to be small enough to be mounted on the chest just
like the infrared camera from our first prototype. This is an active
area of development and recent offerings, such as the CamBoard mini
(Figure 4.7b) and nano (Figure 4.7c), are becoming much smaller. This
rapid miniaturization suggests that it might be possible in the near
future to have robust depth sensing from very small wearable compo-
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nents. If this happens, our vision of a simple chest-mounted sensing
mechanism would be possible.

Figure 4.7: The line of PMDJ[vision] time-of-flight depth cameras: (a) Cam-
Cube; (b) CamBoard mini; (¢) CamBoard nano.

Algorithm

In order to extract the two hands from the input image, we process the
raw depth image as shown in Figure 4.8. From the raw depth map,
we find the closest pixels, remove all pixels with relative depth values
of more than 30cm from the closest and smooth all remaining values.
To determine the number of visible hands, we create a histogram of
depth values in the masked image and calculate the number of strong
peaks (indicated by green squares in Figure 4.8c). We classify the two
hands based on the two distributions in the histogram but splitting the
histogram at the lowest point between the two peaks. From this clas-
sification we obtain the masks for the pointing hand and the reference
hand’s palm.

two hands

Figure 4.8: In processing the (a) raw depth image, our system (b) thresholds
and (c) calculates a depth histogram to (d) segment the image into
two masks: (e) pointing hand and (f) reference hand. From that
we calculate (g) the final touch position and reference frame.

To determine if and where the user is touching the palm, we pick a
location inside the pointing hand mask and fill using a small toler-



ance value, eventually walking “down” the finger towards the refer-
ence hand. If the fill does not reach a depth value that belongs to the
reference hand while staying within the tolerance value, we infer that
the user is not touching. If it does, we infer that the user’s finger is
touching the palm.

Due to the limited resolution of the depth camera, we cannot find the
precise end of the touching finger. Instead, we determine the touch
location from the end of the point mask offset by a small vector in the
direction of the finger (green square in Figure 4.8g).

The width of the reference frame for touch events is set to the width
of the fingers excluding the thumb. First, we calculate the width of the
palm 3cm from the top of the hand to exclude the thumb, and we set
the height of this reference frame to match an aspect ratio of 1.5. The
final frame is shown in Figure 4.8f and g. As this reference frame is
subject to noise if the pointing hand is present, we update the reference
frame size only if one hand is visible and, upon sensing both hands,
only translate the reference frame’s location.

As the computed raw locations are subject to strong noise, we use
hysteresis to maintain touch states (touch/no touch) and to smooth
input coordinates, which enables smooth dragging or even free-form
drawing. This also prevents processing inadvertent input, such as a
hand waving in front of the camera. Our system supports all of the
same single-touch interactions that are possible on the phone: swiping,
scrolling, tapping, dragging, drawing, etc.

4.3 STUDY: TARGETING IN MID-AIR VS. THE PALM

The two form factors for Imaginary Interfaces presented in this chap-
ter have different characteristics. The mid-air interface has a large in-
teraction surface with a builtin coordinate system based on finger and
thumb lengths, whereas the palm-based imaginary interface has a fixed,
relatively small size but with an abundance of visual and tactile fea-
tures that we expect would improve performance.

In this section, I present a formal lab study that compared the perfor-
mance of these two interaction modes.

In order to evaluate the interaction style rather than the current condi-
tion of our prototype (whose touch resolution is limited by the depth
camera’s 200 X 200 pixel resolution) we conducted this study using
“perfect” tracking, i.e., post-hoc analysis of high resolution photos.

In this study we chose randomly placed targets on the participants’
hand, that is, the targets were not directly aligned with finger segments
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or other features on the hand. Therefore these results show perfor-
mance worse than with a layout specifically designed to align widgets
with landmarks on the hand.

4.3.1 Interfaces compared in this study

In the MID-AIR condition, participants targeted in the space framed by
their thumb and index finger (Figure 4.9a) and in the PALM condition
participants targeted on palm of their hand (Figure 4.9b). The size of
the tracked area was kept constant for both conditions.

To shorten training, we used the wallpaper approach to be described
in the following chapter (see Figure 5.9) where participants” own hand
was displayed behind the targets. With this approach, they were able to
readily associate the arbitrary target locations with landmarks on their
own hand.

Figure 4.9: Study apparatus — (a) MID-AIR and (b) PALM interface conditions
showing the camera used to record the interaction position.

4.3.2 Task and procedure

During each trial, participants selected three locations at a time (in pi-
lots we determined participants were able to remember three locations
easily). Participants learned the three target locations by repeatedly tar-
geting them on a screen device (here an iPod Touch) until they were
able to reliably target with at least 5 mm accuracy on the touch screen,
as shown in Figure 4.10a and b. Participants were then prompted re-
peatedly with a target number and responded by selecting the respec-
tive position (Figure 4.10c) in MID-AIR or on their PALM, depending on
the condition.

There were two independent variables: Target Location (4 groups of 3
locations) and Interface (MID-AIR vs. PALM). As a within-subjects de-
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Figure 4.10: Study task — (a) During the training phase, participants learned
target locations by selecting them on an image of a hand. (b) The
participant was then required to reproduce those locations with-
out feedback to ensure they successfully learned the locations.
(c) During the execution phase, participants selected those loca-
tions using the imaginary interface for the condition.

sign, half of the blocks used the MID-AIR interface and the other half
the raLM interface. The order of interfaces was counterbalanced across
participants. Participants recalled and touched each target five times
in random order; each participant completed four such blocks (two for
each interface) with each block featuring a different set of 3 targets.
Together, the experiment consisted of 12 participants x 2 interfaces x 2
blocks x 3 targets x 5 reps = 720 trials. Finally, participants filled out
a short questionnaire indicating their preferred interaction surface (re-
produced in Appendix B.1). Each participant completed the experiment
session within 30 minutes.

4.3.3 Apparatus

During the training phase, participants used an iPod Touch running
custom software that provided the training stimuli.

During the execution phase, we used a DSLR camera to record partic-
ipants’ touch interactions (Figure 4.9). When the participant pressed
a foot switch, the experiment application triggered the camera to take
a photo. After the experiment was complete, we manually extracted
touch locations from the high-resolution photos on a millimeter level,
which kept tracking errors to a minimum.
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4.3.4 Participants

We recruited 12 participants (one female) from our institution. They
were between the ages of 19 and 28 (M =21.8, SD=2.56). All participants
were right-handed. They were given a small gift for their time.

4.3.5 Hypothesis

Reflecting our earlier discussion on the properties of the palm inter-
face, we hypothesized that the raLM interface would allow participants
to target with higher accuracy than in the MiD-AIR condition. Further-
more, we were interested in quantifying the accuracy for these inter-
faces. Such information would be useful for system designers when
choosing how large and close they would make the UI elements in the
interface.

4.3.6 Results

For each trial, the study apparatus took a high resolution photograph
of the participant’s hands selecting the target. These photos (a selec-
tion is shown in Figure 4.11 and Figure 4.12) were manually analyzed
after the experiment was complete to determine the touch position. We
discarded 7 bad trials where no data was recorded and 15 outlier tri-
als where the touch location was greater than three standard deviations
away from the centroid of selections for that location. This left 698 trials
for this analysis.

To allow for comparison between participants, we normalized all hand
sizes so that the index finger was 7.25 cm long (the average of the popu-
lation’s male and female average index finger lengths (Greiner 1991)).

For this analysis we decomposed selection error into offset and mini-
mum button size. These metrics are also known classically as constant
error and variable error, respectively (Guth 1990). Offset is the distance
from the target to the center of the selections made by participants for
that target. It indicates a mismatch between where participants tend
to select the target and its actual location. Minimum button size is a
measure of the variability in their responses (i.e., noise), and represents
the diameter of a button that would have captured 95% of all selections
by this participant for this target. The minimum button size was calcu-
lated assuming one overall offset per target, instead of per-participant
offsets. This is a liberal estimate of touch accuracy, because it is not
calibrated per participant.
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Figure 4.11: Study raw photo composites for mid-air condition from four par-
ticipants (columns) for the first three targets (rows). The repeated
trials from each participant are shown overlaid together in each
subfigure.

Figure 4.12: Study raw photo composites for palm condition for the same four
participants.
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Figure 4.13: Study results — all touches from all participants for (left) the mID-
AIR condition and (right) the pPALM condition. Plus signs indicate
actual target positions. Ovals represent the bivariate normal dis-
tribution of selections per participant per target.

Figure 4.13 shows all of the selection points grouped by target and
by participant. Each ellipse shows plus/minus two standard devia-
tions around the mean calculated from the bivariate normal distribu-
tion from the five trials from one participant for one target—it repre-
sents the per user minimum button size.

Overall the average offset for selections, shown in Figure 4.14a, was
8.556 mm (SD =0.93) in MID-AIR and 4.65 mm (SD =0.56) on the PALM.

The average diameter of a circular minimum button (calculated by
taking the largest of the x and y diameter from the ovals), shown
in Figure 4.14b, for the MID-AIR interface is 27.9mm (SD=3.16) and
17.7mm (SD=2.23) for the PALM interface, which is 36.6% more accu-
rate. This difference was statistically significant (t;; =2.912, p=0.014,
Cohen’s d =0.84).

All participants but one stated that they preferred the rALM to MID-AIR
(one was undecided, stating that the mid-air interface would be best
suited for drawing interactions, but the palm would be more appropri-
ate for most other applications). Participants consistently remarked
that they preferred the pALM because it offered “marks”, “shapes”,
“spots”, etc. that allowed them to orient better. For instance, one par-
ticipant stated that “The palm is better because there are shapes that I
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Figure 4.14: Study aggregate results — (a) average offset from target and (b) av-
erage minimum button diameter for the MID-AIR and PALM con-
ditions. Error bars are & one standard error of the mean.

can remember, [which is] easier to remember than distance in the air.”
Familiarity with the palm also seems to play a role. Another partici-
pant remarked “I know the palm of my hand because I have seen it a
million times.”

4.3.7 Discussion

As hypothesized, the rALM interface was significantly more accurate
than the MID-AIR interface. Furthermore, the participants overwhelm-
ingly preferred the palm-based imaginary interface. It seems that the
extra features available on the rALM encouraged higher accuracy and
that the empty space of the MID-AIR interface did not provide enough
reference to consistently select the targets.

Therefore, we believe that the palm is an overall more appropriate inter-
action style for an imaginary interface and we recommend that system
designers take this into account when building systems similar to Imag-
inary Interfaces.

That said, the specific quantitative results presented in this section were
obtained with a tracking mechanism (i.e., post hoc analysis of high res-
olution photographs) more accurate than what our current prototype,
or any known prototype, can deliver. Consequently, these values pre-
sented here should be considered a theoretical minimum for feedback-
less targeting in mid-air and on the palm.
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4.4 FUTURE FORM FACTORS

As cameras, processors, and wireless communication components con-
tinue to shrink and vision-based sensing continues to get more power-
ful, we envision future versions of sensing and processing components
of Imaginary Interfaces to shrink to the size of a button (similar to
Hannikdinen et al.’s (2005) button) or a necklace pendant (Starner et al.
2000). If so, they could be worn almost invisibly as part of the user’s
clothing as shown here in Figure 4.15. With the PMD CamBoard nano
(shown in Figure 4.7c) the sensing portion is almost there today, how-
ever it requires a standard computer to process the images.

Figure 4.15: We envision future versions to be a small self-contained clip with
cellular radio that can be worn as a brooch, pendant or clipped
onto clothing.

As the sensing technology improves and electrical components con-
tinue to shrink, new types of interaction could emerge. We think of
the two interaction styles presented in this chapter as only an initial
investigation. We imagine that there are situations where other parts
of the body might be useful as an interaction surface. For instance,
while sitting on a train or a bus, the surface of the user’s lap would
be a convenient surface to perform input. These ideas, which have
been well explored in the wearable computing literature (for instance,
Rekimoto’s (2001) GesturePad effectively provides a touchpad embed-
ded in the user’s clothing), could be enhanced by mapping Imaginary
Interfaces style interaction on top of them.

We also believe that Imaginary Interfaces could be useful in non-mobile
environments. To begin to investigate this we created an initial proto-
type based on a living room scenario. In this prototype, we mounted a
Microsoft Kinect depth camera to the ceiling above a living room couch
and determined touch location on the uneven touch surface with the
algorithm introduced by Wilson (2010).

The resulting system, shown in Figure 4.16, which we called draw-your-
own imaginary interface allowed the user to draw buttons, sliders and
other elements with invisible ink on arbitrary surfaces and then interact
with them as if they were real.
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Figure 4.16: The principles of Imaginary Interfaces could also be applied to
situations other than mobile interaction. Here a user is interact-
ing with a draw-your-own imaginary interface on the couch in his
living room. (a) He first draws a rectangle on the arm rest to tell
the system where he wants the (b) remote control to be placed.
(c) Then he can turn on the TV by touching the location associ-
ated with the on button and (d) watch TV without looking for
the remote control.

Although there is more research needed to confirm this concept, we be-
lieve that Imaginary Interfaces could transfer to other domains (such as
the living room scenario presented here). However, the main challenge
in all scenarios of use, including mobile, is to provide a mechanism to
help the user learn the interface. In the following chapter, I present one
technique to do this based on transferring the knowledge a user has ob-
tained with a visual interface to operate a new imaginary interface.
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In the previous chapters I showed how Imaginary Interfaces enable
spatial input on mobile devices without requiring a screen. With their
hands tracked by a chest-worn camera, users of imaginary interfaces
point and draw in the empty space in front of them or on the palm of
their hands. In Chapter 4, I showed that users are able to successfully
select targets with both of these form factors but only when the user
already knows where the targets are located. The question remains how
a user would learn the precise location of each target on the imaginary
interaction plane in the first place.

In the initial investigation into Imaginary Interfaces (in Section 3.5), I
presented a naive method of identifying target locations that uses spo-
ken or written instructions to indicate the coordinates of Ul elements.
For a mid-air imaginary interface this meant describing locations us-
ing multiples of the thumb and index finger lengths, as in “for Mail,
select one thumb right and two index fingers up.” Unfortunately, this
approach quickly becomes unwieldy with more than a few potential tar-
gets; the instructions quickly become reminiscent of a voice menu with
a long list of potential options, a slow and frustrating experience (Yin
and Zhai 2006). With practice, users would eventually be able to select
targets without listening to the choices (i.e., to dial ahead (Perugini et
al. 2007)), but since real-world interfaces can hold dozens of widgets,
learning all the widget locations can take a long time, leaving users
stuck with the inefficient voice menu style of interaction.

In this chapter, I present an alternative approach called transfer learning
that addresses this difficulty. By designing imaginary interfaces that
mimic the layout of mobile devices that users are already familiar with,
we allow users to operate an imaginary interface by mimicking their
use of the corresponding real-world screen interface (as shown in Fig-
ure 5.1). As I demonstrate in this chapter, users are able to take the
spatial knowledge acquired when using a physical device and apply it
to a corresponding imaginary interface. I will refer to this by saying
that the spatial knowledge was transferred from the physical device to
the imaginary interface.

Contribution

This chapter has one main contribution: the concept of learning imagi-
nary interfaces by transfer. To showcase this concept I present the Imag-
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Figure 5.1: With the Imaginary Phone, this user controls the mobile phone in
his pocket by mimicking the interaction on the palm of his non-
dominant hand. The palm becomes a surrogate that can be used
in place of the actual phone. Our prototype tracks the interaction
and send touch events to the actual physical device to trigger the
corresponding function. The user thus leverages spatial memory
built up while using the screen device.

inary Phone prototype. Derived from the palm-based imaginary inter-
face prototype described in Section 4.2, it allows users to use their palm
as a shortcut interface for their phone. I present some design choices
for the Imaginary Phone and validate the concept of transfer learning
with two studies that show how participants are able to 1) readily learn
the location of Ul elements through everyday use; 2) transfer that knowl-
edge to their palm; and 3) target on their palm with sufficient accuracy
to select standard iPhone widgets.

5.1 THE IMAGINARY PHONE

I start by illustrating the concept of transfer learning with a system
that we call the Imaginary Phone: an imaginary interface that offers a
shortcut interface for an iPhone (Figure 5.1). Instead of retrieving and
operating the physical phone, users mimic the interaction by pointing
and dragging on their empty palm.
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5.1.1  Prototype

Our prototype, derived from the palm-based imaginary interface from
Section 4.2, tracks the pointing interaction between the user’s two
hands and sends the touch position to a physical mobile device, here
an iPhone located in the user’s pocket. The physical device supplies
feedback to operations via the built-in speaker or a wireless earpiece
worn by the user.

As described in Section 4.2, the system determines that the position
of touch within the palm’s interaction surface using a depth camera.
The Imaginary Phone prototype then smoothes the touch position and
relays it to the user’s iPhone located in their pocket, as shown in Fig-
ure 5.2. A custom-written input daemon on the iPhone receives the
touch events as TUIO packets sent over WLAN and creates touch events
on the phone. Since the touch events are injected directly into the main
operating system level input stream, all iPhone applications can be op-
erated with the Imaginary Phone prototype. There is no need to write
custom applications to handle the touch events originating from the
palm.

Figure 5.2: Once the sys-
tem determines the touch
position, it is forwarded in
a TUIO packet over WLAN to
the user’s phone.

TUIO over WLAN

To supply feedback to the user, the accessibility mode of the phone can
be used to provide auditory confirmation of actions.

Just like on the iPhone, the unlock gesture is required to unlock the
Imaginary Phone. This allows the system to disregard spurious input
that happens naturally when not using the system.

5.1.2  Walkthrough

Users can choose, either because it is necessary or just convenient, to
use their Imaginary Phone for various quick tasks instead of retrieving
the physical device from their pocket. Here is an example scenario:

A representative user is cleaning up the dishes and receives a phone call.
Since his hands are wet, he cannot take the call on his physical phone
and uses the Imaginary Phone with his wireless earpiece instead. He
answers the call by swiping on his hand, which is the same interaction
he would have performed on the physical phone. The call is from a
friend that wants to go jogging tomorrow morning. The user agrees
and ends the call by touching the location of the END button on this
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wet palm. He then launches the cLock application, selects the location
for aALaARMS and taps the toggle button to enable his early morning
alarm to ensure he gets up on time.

Later, while watching TV, the user wants to order food but cannot find
his phone in his pockets. Not wanting to get up from the couch and
search, he chooses the Imaginary Phone to place a call as shown in
Figure 5.3.

Figure 5.3: Walkthrough of making a call with the Imaginary Phone: (a) un-
lock with a swipe, (b) enter your pin, (c) select the PHONE function
and (d) select the first entry from the speed dial list.

Throughout this walkthrough, the user operated the Imaginary Phone
instead of retrieving his phone, either because it was impractical (dirty
hands) or inconvenient (lazy on the couch). Since the Imaginary Phone
is always available and can be operated without holding a physical de-
vice, it allowed the user to quickly perform the interaction and continue
with his current activity.

5.1.3 Resulting interaction model and benefits

Interaction with an imaginary interface that is learned by transfer, such
as by the user in the previous scenario, is possible only because the
user has been using the physical screen device over a period of time
and consequently learned the spatial locations of the necessary UI ele-
ments. This happens inadvertently—without extra effort users become
increasingly familiar with the locations of such widgets over time. The
spatial knowledge they gained from using the physical device can then
be transferred to an imaginary interface.

The acquisition of this knowledge is imperfect and gradual but at some
point users have performed an operation often enough to confidently
know the locations and sequence of touches needed to execute it and
they can begin to perform that operation on the imaginary version of
the interface. This would occur one operation at a time, with the sim-
pler and more common operations being transferred earlier. Therefore,
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microinteractions (Ashbrook 2010) will generally be the first to transi-
tion to an imaginary interface.

As a result of this gradual learning, transfer learning essentially turns
the screen device into a training mode for the imaginary interface—or,
depending on your perspective, the imaginary interface into an expert
mode for the screen device. Accordingly, the benefit of the transfer
model depends on the use case:

For users of physical devices, the main benefit of transfer learning is that
it allows mobile phone users to perform some of their interactions on
an imaginary interface instead. This saves these users the effort of re-
trieving the physical device, which, for short interactions, can make
up a large proportion of the interaction time (Ashbrook, Clawson, et
al. 2008). This speedup makes the Imaginary Phone particularly valu-
able for microinteractions, such as dismissing an alarm dialog, as they
are performed regularly but do not last more than a couple seconds.
Since transfer learning allows users to leverage their experience with
the physical device, users can redeem these benefits right away, with-
out the need for a separate training period.

For users of imaginary interfaces (i.e., users that only have access to the
imaginary interface), transfer learning replaces the voice menu-style
training period. Offloading the learning phase to a screen device (1) al-
lows learning to take place in a visual and inherently parallel way and,
(2) unlike when using a voice menu-style interface, interaction is fast
during training, lowering the entrance barrier to learning imaginary
interfaces.

5.1.4 Making it work: the three requirements

Transfer learning with the Imaginary Phone can be broken down into a
chain of three logical steps (Figure 5.4), each of which depends on one
assumption:

1. Spatial memory: while using a screen device, users inadvertently
learn where UI elements are located.

2. Transfer: with an appropriate mapping, spatial memory acquired
on a physical device can be recalled on an imaginary interface.

3. Accuracy: the imaginary interface allows users to point with suf-
ficient accuracy to provide the pointing accuracy required by the
associated physical device.

These three assumptions inform the design of transfer-based imaginary
interfaces and, in particular, the Imaginary Phone. Next, we support
these assumptions with a design discussion and then provide empirical
results from two studies.
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(2) transfer spatial
knowledge from
device to palm

(1) build spatial (3) interact on
memory from palm as if on
physical device physical device

Figure 5.4: The design of Imaginary Phone is based on three assumptions:
(1) using a physical device builds spatial memory, (2) the spatial
memory transfers to the imaginary interface and (3) users can op-
erate the imaginary interface with the accuracy required by the
physical device.

5.2 DESIGN DISCUSSION

Successfully enabling transfer learning depends heavily on the design
of the imaginary interface. In particular the last two assumptions (trans-
fer and accuracy) are related to how the system is designed. Here I
present the design alternatives we explored and explain the rationale
for our choices.

First of all, we chose to use a palm-based imaginary interface. As I
discussed in Chapter 4 the palm has much higher selection accuracy
than a mid-air imaginary interface. Furthermore, the palm offers a
large amount of visual and tactile cues that can be used to associate
functions from the physical device to specific locations on the palm.

However, the palm and the device screen generally do not have the
same size and shape. This require us to define a mapping between
screen and palm that is understandable to the user and encourages the
transfer of spatial knowledge.

Our prototype uses the simple regular grid mapping illustrated in Fig-
ure 5.5b. This layout allows users to imagine the bounding rectangle
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Figure 5.5: Mapping (a) the iPhone home screen mapped to (b) a regular grid,
(c) a semi-regular grid where the columns are mapped to fingers
and (d) arbitrary mapping of common function to the best land-
marks.

of their hand and use that to find the position. Even more importantly,
the layout is generic, thus applies to any interface including free form
input, such as sketching and handwriting.

Figure 5.6: (a) Non-regular mappings fail
when placing sliders and list items that span
the width of the screen. (b) The regular grid
works fine.

The more specific layouts (Figure 5.5c and d) should allow for increased
pointing accuracy by making even better use of landmarks, but could
cause confusion when trying to operate controls that assume a rectilin-
ear screen, such as the slider in Figure 5.6. Highly specialized layouts
(Figure 5.5d) are impractical, as they require users to relearn mappings
on a per-application basis.

Figure 5.7: (a) The screen on a current 5 X 7cm mobile devices (b) maps to
approximately three fingers of an adult male hand. (c) Using a
scaled mapping allows us to map to four finger or (d) the whole
hand. The iPhone and hands are shown in the same scale.

Our Imaginary Phone prototype uses the 4-finger scale as shown in Fig-
ure 5.7c. This maps input from the larger palm to a smaller screen
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size, resulting in a scale factor of approximately 1.86. Unlike the more
obvious 1:1 mapping (Figure 5.7b) the scaling allows us to include ad-
ditional landmarks and thus increase the effective pointing accuracy on
the mobile device. We could continue this logic by increasing the scale
to include the whole hand but at the expense of leaving a large amount
of the interaction space off the surface of the hand—a space devoid of
landmarks.

The four-finger scale works best with interfaces laid out in four column
layouts, such as the iPhone home screen (Figure 5.8a). Other layouts,
such as a seven-column month calendar (Figure 5.8b) could be mapped
by assigning every other day to the space between two fingers, which
also make good landmarks. Similarly, we could map three-column lay-
outs (Figure 5.8c) to only the spaces between fingers.
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Figure 5.8: iPhone screens laid out in (a) four, (b) seven, (c) and three column
grids.

Some mappings, such as the semi-regular grid (Figure 5.5c) are sim-
ple enough to communicate with a diagram but with others, such as
the regular grid (Figure 5.5b), it is not clear how UI elements map to
specific features on the user’s hand. Figure 5.9 shows an approach we
explored to teach users the regular grid mapping. If we have access
to the device’s wallpaper, we could display a photo of the user’s hand
as wallpaper. During use users now learn not only target locations but
also the mapping from a widget to its location on the user’s palm.

Figure 5.9: A photo of the user’s hand as
wallpaper helps learn the association be-
tween widget and location on the user’s
palm.




In the following two studies we directly tackle the three assumptions
of transfer learning by gathering some empirical results.

5.3 STUDY 1: RECALL AND TRANSFER THE LAYOUT

This first study investigated the first two of the three assumptions be-
hind transfer learning. First, we wanted to confirm that users build up
spatial knowledge of an interface through the regular use of a touch-
screen mobile device. Second, we wanted to confirm that this knowl-
edge transfers correctly to an interface on the palm. Together, these
numbers would tell us how useful an Imaginary Phone could be. We
did not test a specific quantitative hypothesis in this study; we were
purely interested in participants’ recall abilities.

During the study we asked daily iPhone users to recall the locations
of the (up to) twenty home screen app icons of their own iPhone from
memory and without feedback. As a between-subjects design, half of
the participants recalled and communicated their choice by pointing
to a non-functional iPhone prop (PHONE PrROP condition, Figure 5.10a)
while the other half recalled locations by pointing to the palm of their
own non-dominant hand, using a predefined scheme of how buttons
on their iPhone would map to locations on their palm (rALM condition,
Figure 5.10b).

5.3.1  Research questions

The goal of this study was to determine how many app locations the
participant learned as a side effect of regular use of their mobile device
and how much of that knowledge would successfully transfer, using
the supplied mapping, to the participants’” palm. Participants in the
rALM condition would not only have to recall, but also map locations
onto their hand. The difference between the two conditions would
serve as an indication for how much information is lost in transfer. We
also expected the frequency of use to correlate with the user’s ability
to recall.

5.3.2 Task and procedure

After we seated participants, they unlocked their phone and, without
looking at the screen, handed it over to us. Participants in the rALM
condition were now taught the semi-regular-grid mapping scheme (see
Figure 5.5¢ in the previous section). This preparation took less than
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a minute for all participants. See Appendix B.2 for the materials pro-
vided to the participant during this preparation.

The experimenter then conducted a series of trials, one for each app on
the participant’s home screen. For each trial, the experimenter picked a
different app randomly and cued the participant with the app’s name
and a description of the app icon’s visual appearance.

Participants responded by pointing to the app’s presumed location
within the 4 X 5 icon home screen. Participants in the PHONE PROP con-
dition pointed to cells displayed on a printed prop of an iPhone (the
unlabeled all-white icons in Figure 5.10a). Participants in the PALM con-
dition instead pointed to a location on their own non-dominant hand
(Figure 5.10b).

In both conditions, the experimenter determined what location the par-
ticipants were pointing to by observing them point. While we did not
measure pointing accuracy directly (we investigated that in Study 2),
the experimenter had no difficulty identifying which targets partici-
pants referred to.

Figure 5.10: Study 1 task — (a) participants in the PHONE PROP condition
recalled app locations by pointing to an empty iPhone prop,
(b) participants in the PALM condition pointed on their own non-
dominant hand.

After completing all trials, participants classified each of their home
screen apps as used either daily (at least once a day), weekly (at least
once a week) or rarely (less than once per week).

Finally, participants filled out a demographic questionnaire (repro-
duced in Appendix B.2). All participants completed the study in 15
minutes or less.

5.3.3 Participants

We recruited twelve participants (five female) in the cafeteria of our
institution. Participants were on average 23.6 years old (SD=4.2) and
two were left-handed. All participants were daily iPhone users and
carried it with them. They were given a small gift for their time.
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5.3.4 Results

The twelve participants had on average 18.4 apps on their home screens
and recalled each only once, for a total of 221 app recall trials. No
outliers were removed but three trials were discarded because of errors
by the experimenter, leaving 218 for analysis. Figure 5.11 shows the
responses from all participants.

Our main finding was that participants, on average, correctly posi-
tioned 64% of the apps on their phone (68% for PHONE PROP, 61% for
rALM). The success rate was higher for apps used daily (71% for PHONE
PROP, 80% for PALM). In both cases, t-tests did not show any significant
differences. When they were wrong, 45% of guesses were only a sin-
gle cell off, suggesting that participants had some spatial knowledge.
Figure 5.12 shows these aggregated results.

Overall the frequency of use of an application correlated with error rate,
where less often used applications had a higher error rate (Pearson’s
r3=0.998, p=0.043) but we found no trends relating performance to
age, gender or duration of phone ownership.

5.3.5 Discussion

Since none of the participants were aware of the task or project before
the study, a mean recall rate of 64% of their home screen apps can
only be explained as a side effect of regular phone use. This supports
the first of our three main assumptions behind the transfer learning
approach: just by using a phone, participants acquire a spatial under-
standing of the interface.

Also, the observed recall rates from these untrained participants could
be considered a lower bound of performance. Actual users of an Imag-
inary Phone would have an incentive to actively learn locations that
would likely result in much better performance.

We did not find a significant difference between recall in the PHONE
rropr and PALM conditions. However, while the lack of statistical signif-
icance was expected given the small number of participants and high
variation, the fact that both numbers are in the same range suggests
that the loss of spatial knowledge during transfer cannot be too large.
This is also supported by our observations—participants seemed to re-
call on their hands almost as easily as on a phone. This supports the
second of our three main assumptions: spatial knowledge can indeed
transfer to the hand.
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Figure 5.11: Study 1 raw results — each of the twelve large rounded rectan-
gles represents one participant’s phone home screen. Each black
(wrong) or white (correct) square represents one home screen
app. Percentages indicate each participant’s recall rate.
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Figure 5.12: Study 1 aggregated results — percentage correct by use frequency
(+ one standard error of the mean). The chart is stacked with
mean percentages for incorrect responses separated by how far
(in Manhattan distance) they were wrong by.
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5.4 STUDY 2! RAW TARGETING PERFORMANCE

Our goal of this study was to verify the third main assumption re-
quired for the Imaginary Phone interaction style: that targeting on the
palm can be done with sufficient pointing accuracy to operate the typ-
ical functions of a mobile phone. In particular, we wanted to know
whether this interaction style would allow users to select the widget
sizes common to today’s touch devices. If so, imaginary interfaces that
mimic touch devices would become viable.

Therefore in this study we measured the raw selection performance of
the 20 targets that represent the application launch icons on the home
screen of the iPhone. To verify the experiment’s validity we also in-
cluded selection on an iPhone as a control condition. At the same time
we were interested in how well users would be able to use the Imag-
inary Phone in an eyes-free manner, and we included a blindfolded
condition to study this.

5.4.1  Research questions and variables

The main research question we set out to answer with this study was
“what is the smallest size buttons that participants would be able to
select on an Imaginary Phone, using their palm as an interaction sur-
face”. If the minimum button size was smaller or similar to the size of
Ul elements in the iOS standard widget library then users of an Imagi-
nary Phone should be able to mechanically operate any iOS application
running on an iPhone.

We also used this as an opportunity to confirm if palm-based imagi-
nary interfaces could be used in an eyes-free manner. Consequently we
included a blindfolded condition in the study.

The study used a 2 x 2 within-subjects factorial design. The two factors
were:

INTERACTION SURFACE: PHONE VS. PALM

SIGHTEDNESS: SIGHTED VS. BLINDFOLDED

5.4.2 Apparatus

To provide high tracking accuracy we used an fixed optical motion
capture system (OptiTrack with eight vioo cameras) that tracked retro-
reflective markers. For the pALM condition we attached a marker set
to back of the participants’ left hand and a separate market set on the
pointing finger of their dominant hand (as shown in Figure 5.13).
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The reflective marker set placed on the participants” pointing finger
was attached such that one of the markers was directly above the par-
ticipants” index finger nail. We configured the motion capture software
to report the position of this finger nail marker (by default the center
of the three marker set would be reported). This provided a stable and
rotation invariant position that we used to calculate the on-hand touch
position.

s
ol

Figure 5.13: Study 2 apparatus — (a,b) participants stood in the center of an
optical tracking environment with markers attached to the back
of their non-dominant hand (to track the interaction surface) and
the index finger of the dominant hand (to track where they were
pointing). (c) A closeup of the marker set over the participant’s
index finger.

Each participant calibrated the system with a 23-point calibration pro-
cedure: three initial points are used to calculate the plane of the hand
and the remaining 20 points isolate the precise location of each imag-
inary button on that plane. To control for differences in the sensing
mechanism, the PHONE interface was implemented in the same man-
ner with a marker set attached to the top of a phone and the selection
point determined by where the marker set attached to the participants’
pointing finger was located with respect to the interaction surface of
the phone.

5.4.3 Task and procedure

During the study, participants repeatedly selected targets on their palm
as prompted by the system. Participants started each trial by pressing
a footswitch, which signaled to the system to verbally announce and
display a description of a grid location that corresponded to the grid
location on the interface (using the semi-regular grid described in Sec-
tion 5.2). For example, the system would announce and display “col
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3, row 1”7 to indicate that the participant should select the tip of the
ring finger (third finger, first segment). At the same time, the sys-
tem displayed an image depicting the correct selection location over-
laid onto an image of a hand or a phone, depending on the condition.
Participants placed their pointing finger at the location they believe
corresponded to the prompted location and confirmed the selection by
pressing the footswitch a second time, completing the trial.

Since participants’” task was to select targets at the position that they
chose in the calibration procedure, we were able to control for dif-
ferences in hand sizes and the minor differences in how participants
thought the targets should be arranged on their hand. For instance,
some participants were inclined to place targets directly at the end of
their finger tips, while others thought the center of the last finger seg-
ment was more natural. By allowing the participants to choose the loca-
tion themselves, we avoided any confusion on the participants” part.

In each block, participants selected each of the 20 grid locations two
times each as they were presented in random order. There were four
blocks per participant, each using one combination of the indepen-
dent variables, presented in counterbalanced order based on a balanced
Latin square. After performing all blocks, participants completed a
short questionnaire (reproduced in Appendix B.3). All participants
completed the study in 30 minutes or less.

5.4.4 Participants

We recruited a separate set of 12 participants (three female) from our
institution. They were 21 to 29 years old (M=24.5, SD=2.7) and all but
one were right handed. Each was given a small gift in exchange for
their time.

5.4.5 Analysis approach

With the Imaginary Phone, the user’s touch positions on their palm are
transferred to touches on their phone. Therefore to properly validate
this interaction and to allow comparison to a phone-based interfaces,
we normalized the palm selection positions to match how they would
appear on the phone. This was accomplished by scaling the interaction
surface of the hand down to the phone surface, while maintaining the
irregular position of the targets on the palm.

From the normalized selection points we followed an approach similar
to what we used in Section 3.5 and Section 4.3, which was based on
the approach of Holz and Baudisch (2010). We decomposed selection
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error into offset (constant error) and minimum button size (spread or vari-
able error). Unlike the previous studies in this dissertation, here we
assumed per participant calibration by calculating the offset for each
participant and target.

Note: the offsets and minimum buttons sizes reported in the
following subsection are the distances on the phone interface
after they have been resized down from the palm interface.
The raw distribution of selection positions on the palm are
approximately 1.86 times larger (the average American male
index finger is 7.53 cm and the average female index finger is
6.96 cm (Greiner 1991), which average to 7.25cm, 1.86 times
larger than the equivalent length on the screen interface).

Palm Phone

Sighted \. @ _@@ @ @ @_
el g E kR #
Blindfolded

Figure 5.14: Study 2 raw results — the cross represents the target location and
each dot is the selection point from one trial. The ovals provide
an indication of the minimum button sizes by encompassing 68%
of the selections per target and participant (the extent of two
standard deviations of the binomial distribution derived from
responses).
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5.4.6 Results

We gathered data from 1920 trials and after removing 5 outliers, 1915
trials remained in the analysis. Outliers were defined as being more
than three standard deviations away from the overall mean for the con-
dition.

The raw data collected during the experiment are shown in Figure 5.14.
Each point is one selection from a study participant. They are grouped
by ovals that provide a represention the minimum buttons size for each
target per participant.

Offset

As shown in Figure 5.15, the average error offset for SIGHTED trials on
the PALM was 1.93mm (SD=1.96) to the right and 0.86 mm (SD=1.85)
down. On the PHONE the offset was 0.15 mm (SD =1.42) to the left and
o.50mm (SD =1.82) up.

When blindfolded, the offsets were relatively worse with the pALM reg-
istering 2.45 mm (SD =2.25) to the right and 1.42mm (SD=1.95) down,
while trials using the PHONE had an average offset of 0.97 mm (SD =3.1)
to the left and o.12mm (SD=4.30) up. Note the relatively high stan-
dard deviations from blindfolded phone condition; upon inspection of
Figure 5.14 it becomes clear why the average offset disappears in the
BLINDFOLDED PHONE condition—the whole interaction area was com-
pressed vertically with both the top and bottom rows trending towards
the middle.

Offsets (in mm) [l Phone
[ [] Palm
5
: i_ _ i_@ i
-5
Sighted Blindfolded Sighted Blindfolded
x-axis y-axis

Figure 5.15: Study 2 aggregate offsets — boxplots showsing the distribution
of offset distance (separated by axis) from target to center of re-
sponses.
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A repeated measures ANOVA showed that offsets on the raLM were
significantly different than on the PHONE along the x-axis (Fy 11 =16.252,
p =0.002, ? =0.285) but not along the y-axis. The ANOVA also found
a significant interaction effect between the two conditions along the
x-axis (Fy11=5.67, p=0.036, 7>=0.0177). Follow-up t-tests showed
that the PHONE and PALM resulted in significantly different x-axis
offsets when SIGHTED (f11=3.298, p=0.007, Cohen’s d=1.989) and
BLINDFOLDED (1] =4.094, p = 0.002, Cohen’s d = 2.469).

While the offset values are interesting to get a feeling for how well
participants perform the interaction, they can be easily corrected in soft-
ware with a simple function that is used to subtract the preobserved off-
set from each touch position. Minimum buttons sizes are more useful
to determine how well users of a system will be able to target locations
in day-to-day operation.

Minimum button size

The aggregate minimum buttons sizes for each condition are shown
in Figure 5.16. To determine the statistical significance of these results
we ran repeated measures ANOVAs for minimum button sizes in x and
y. For both axes there was no significant main effect of INTERACTION
SURFACE. Blindfolding, on the other hand, did have a significant ef-
fect along the x-axis (F111 =94.109, p <0.001, 1* =0.432) and the y-axis
(F111=78.99, p<o0.001, 172:0.482). There was also an interaction ef-
fect between the two variables along the x-axis (Fy,11 = 15.805, p=0.002,
7% =0.120) and the y-axis (F; 11 = 45.882, p <0.001, 11* = 0.203).

Min button size (in mm)

30

20

10 —— _

Sighted Blindfolded Sighted Blindfolded
X-axis y-axis

Figure 5.16: Study 2 aggregate minimum buttons size — average size (sepa-
rated by axis) of the buttons that would capture 95% of the par-
ticipants” selections. Error bars are & one standard error of the
mean.

When sighted, the average minimum button size for the pALM condition
was 12.86 mm (SD = 3.77) along the x-axis and 15.34 mm (SD = 3.92) along
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the y-axis. In the PHONE condition the average minimum button size
was 9.13 mm (SD = 3.30) along the x-axis (28.9% less than the palm) and
9.91mm (SD = 3.85) along the y-axis (35.4% less). Follow-up t-tests did
not show a significant difference between the button sizes on the x-
axis (p=0.031, above the Bonferroni corrected a of 0.025), however on
the y-axis the difference was significant (11 =3.807, p=0.003, Cohen’s
d=2.296).

Blindfolding the participant reverses the trend; the rALM becomes
the more accurate surface. In this case, the average minimum button
size for PALM is 16.63mm (SD=4.95) in x and 19.90mm (SD=6.07)
in y, whereas the button size dimension for the PHONE condition
are 21.31mm (SD=4.70) and 31.33mm (SD=6.56), which are 28.2%
and 57.5% larger respectively. Again, these differences were not
significantly different on the x-axis (p=o0.035) but they were on the
y-axis (t11 =4.127, p=0.002, Cohen’s d = 2.489).

Palm Phone

Minimum
button size

(in mm)
Sighted

Blindfolded F

Figure 5.17: Study 2 minimum circular button size for each target locations
(represented as colored rectangles in a grid) for the four experi-
ment conditions. The darker the cell the larger the button.
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Finally, to check if participants performed differently for different tar-
get locations we also looked at the minimum button size for each target
location. The results are shown as a heatmap separated out by target
in Figure 5.17. In this figure, we simplified the results by combining
variable error along the x and y dimensions into one metric by taking
the maximum of the two, effectively computing the minimum circular
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button diameter. Although there is considerable variation among the
target locations, there is no clear pattern. Perhaps there is a small ef-
fect along the bottom row for the palm when sighted, which would
correspond to the less defined space on the fleshy part of the palm
as compared to the finger segments. There may also be a slight nega-
tive effect along the left column for the phone when sighted, perhaps
because of interference with the thumb of the supporting hand. How-
ever, we must be very careful deriving insights from these patterns as
they may also simply be noise a result of inconsistent targeting by the
participants.

From the questionnaire, 9 of the 12 participants preferred the phone as
an interaction surface over the palm when sighted (the other two pre-
ferred the palm and one was undecided). However, when blindfolded
the preferences matched their performance with 11 of 12 preferring the
palm as the interaction surface.

5.4.7 Discussion

The official human interface guidelines for iOS, which governs the
design of applications for the iPhone (Apple Inc. 2012), states that
the minimum size for a tappable Ul element is 44 X 44 points (or
15.52 X 15.52mm). Our study yielded an average minimum button
size of 12.86 X 15.32mm indicating that a palm-based imaginary
interface provides the necessary accuracy to acquire standard widgets
on current touch devices, such as the iPhone, therefore confirms our
third assumption about transfer learning.

The observed offset error was also reasonably small, but since this can
be easily corrected it does not affect the participants ability to operate
the Imaginary Phone interface.

Overall, the raw selection accuracy obtained in this study with both
the palm-based imaginary interface and the phone-based control con-
dition are in the same order of magnitude as the accuracy values ob-
tained by other researchers with modern touchscreens. They report,
using different study conditions (that make the results difficult to com-
pare directly), minimum button sizes of 15.0mm (Holz and Baudisch
2010), 11.5 mm (Wang and Ren 2009) and 10.5 mm (Vogel and Baudisch
2007).

The study from the previous chapter (in Section 4.3), that compared
selection of target in the mid-air to targets on the palm, found that
palm-based target had a circular minimum button diameter of 17.7 mm.
However, to allow comparison we must scale our current findings back
up to the palm (by multiplying by 1.86). By doing that we obtain an
on-palm circular button diameter of 28.53 mm, which is substantially
larger than the previous result.



The result from Section 4.3 differs for several reasons. First, the
previous study used a different sensing mechanism: touch locations
were determine post-hoc by the experimenter from the analysis of
high-resolution photographs, providing an extreme level of accuracy
that the current study apparatus could not replicate. Second, the
participants’ task in the previous study was simpler with only three
targets they needed to repeatedly select, compared to 20 in the current
study.

With its superior (but highly impractical) sensing mechanism and sim-
pler task, the results from the previous study can be considered a the-
oretical maximum of selection accuracy. Whereas the results in this
study more closely represent what might be possible with practical
sensing processes.

In the present study we also compared sighted to blindfolded use. We
found that blindfolding does significantly affect accuracy overall and
that the phone interface was especially affected. It appears that the sur-
face of the hand offers extra cues that allow it to perform relatively bet-
ter when blindfolded compared to the featureless surface of the phone.
This finding has large potential implications that I will return to in
Chapter 6 with an in-depth investigation.

5.5 SUMMARY AND DISCUSSION

Summarizing the two studies reported above, we found support for all
three of the assumptions of transfer learning stated earlier. We found
that:

1. Users indeed build up spatial memory automatically while using
a physical device: participating iPhone users knew the correct
location of 68% of their own iPhone home screen apps without
training.

2. Spatial memory can be transferred from a physical to an imagi-
nary interface: participants recalled the location of home screen
apps with 61% accuracy when pointing on the palm of their hand.

3. Raw selection on the palm is precise enough to allow operating
the device: participants could reliably acquire 12.86 X 15.32mm
targets on the phone by selecting on their palm. This is sufficient
to operate standard widgets on today’s mobile touch devices.

Combined these results provide strong support that the transfer learn-
ing concept is viable from a human performance point of view, which
along with our Imaginary Phone prototype providing the proof of con-
cept implementation, shows the potential a transfer learning based
imaginary interface.
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CONCLUSIONS

In this chapter, I presented a method of learning imaginary interfaces
based on transfer learning and illustrated the concept with our Imagi-
nary Phone prototype.

From the perspective of a mobile device user, the main benefit of imag-
inary interfaces based on transfer learning is that they allow operation
of a mobile device without actually retrieving it from the pocket or
purse. What is promising is that a similar transition has happened
before. As illustrated in Figure 5.18, early devices required users to
retrieve device and stylus (e.g., the PalmPilot) and eventually usage
transitioned to touchscreen-based devices that did not require a sty-
lus. This move took place even though stylus input is in many ways
superior to touch input—it offers higher precision (no fat finger prob-
lem (Vogel and Baudisch 2007; Holz and Baudisch 2010)).
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Figure 5.18: (a) Early mobile devices required users to retrieve a stylus and
the device. (b) Current touch devices require retrieving only the
device. (c) Imaginary interfaces do not require retrieving any-
thing.

At the expense of losing even more precision and essentially limiting in-
teraction to microinteractions, systems like the Imaginary Phone have
the potential to offer even more convenience: there is no longer any
need to retrieve the device itself. Even if, at this point, imaginary in-
terfaces hardly viable on their own, the combination of an imaginary
interface with a physical mobile device has as potential as a form factor
for tomorrow’s mobile interfaces.

To provide a solid foundation for Imaginary Interfaces, the next chapter
looks at Imaginary Interfaces from another perspective. I look beyond
the design and engineering aspects of Imaginary Interfaces and investi-
gate not what is possible with an imaginary interface but what human
perceptual abilities allow them to function.



6 UNDERSTANDING IMAGINARY
INTERFACES

In this chapter I present the results of an exploration to provide a
deeper understanding of Imaginary Interfaces, i.e., not what they allow
users to do, but why they allow doing it. In the bulk of this dissertation,
I presented concepts and studies that showed what is possible with
Imaginary Interfaces but in this chapter I present a much lower level
exploration into what human perceptual abilities enable this interaction
style.

To do so, we adapted an interface for visually impaired users to a palm-
based imaginary interface, shown in Figure 6.1, and ran a series of lab
studies to explore which inherent properties of palm-based imaginary
interfaces cause them to perform as well as they do.

Figure 6.1: We adapted a non-visual audio interface that announced targets
as users touch them. This allows users to browse an unfamiliar
imaginary interface, forming the basis for our exploration.

Contributions

The main contribution of this chapter is an exploration into the inher-
ent properties of palm-based imaginary interfaces and how these prop-
erties are responsible for user performance. We found that (1) visual
cues, i.e., observing ones hands performing the interaction; (2) tactile
cues sensed by the palm and (3) tactile cues sensed by the pointing
finger all contribute to performance, in that order.
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These findings deepen our understanding of Imaginary Interfaces and
confirm that palm-based imaginary interfaces enable stand-alone eyes-
free use. Since it was the extra tactile cues available on the palm that
improved interaction, these findings motivate future work on on-body
eyes-free interfaces, especially for visually impaired users. We inves-
tigate this final implication with an exploratory study and interview
with one blind participant that confirms our findings.

6.1 INTERACTION STYLE FOR THE STUDIES

Inspired by touch-and-explore interfaces designed for visually im-
paired wusers (Talking Fingertip Technique (Vanderheiden 1996),
SlideRule (Kane et al. 2008) and most recently the commercial
VoiceOver for iPhone) we created an palm-based audio feedback
interface that announces targets as users scrub across them.

—~ <double tap>

Figure 6.2: We adapted the touch-and-explore style interaction to imaginary
interfaces: (a) as users scrub along their palm, the system an-
nounces the name of the function at each location. When users
find what they are looking for (b) they double tap to perform the
selection.

We adapted this interaction style for use with imaginary interfaces. Fig-
ure 6.2 shows the resulting interface based on the Imaginary Phone (see
Section 5.1). As users drag their fingers across the palm surface, they en-
ter different buttons and the system responds by announcing the name
of the target, such as “clock”. If users continue further, the auditory
feedback is immediately interrupted and the new name is announced.
This allows users to quickly scan through lists of items by only listening
to the first sound in each word. Users familiar with the layout can also
shortcut this exploration and acquire a target by tapping directly on it.
We refer to this exploratory action using the supplied audio feedback
as browsing an imaginary interface.
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6.2 OVERVIEW OF STUDIES

As seen in the previous two chapters, the palm-based imaginary in-
terface performed very well in the scenarios we tested. Encouraged
by this, we conducted three user studies with the goal to determine
which properties of this style of imaginary interfaces were responsible
for their performance.

While Imaginary Interfaces share properties with interfaces for visu-
ally impaired users—neither relies on visual feedback—they offer extra
cues that are potentially relevant:

1. Visual cues: While the lack of a screen prevents imaginary inter-
faces from providing actual dynamic feedback, they do offer the
ability for the users to watch themselves interact, providing an
extra feedback channel.

2. Tactile cues: During interaction with a palm-based imaginary in-
terface, users” hands touch, which provides them with tactile cues
in two directions: the pointing finger feels the palm and the palm
feels the pointing finger.

To explore the role of these cues we ran three user studies. Each study
had the same general form but differed by the surface used for interac-
tion. Figure 6.3 shows the six different interface conditions that partic-
ipants used throughout the three studies and how they relate to each
other.

Phone Hand
Phone Phone Fake Finger
no bezel tactile grid hand covered

Figure 6.3: The form factors used in the three user studies in this chapter.

Study 1: visual cues

In Section 5.4 we showed that raw selection performance depends
strongly on visual feedback (especially on a phone surface), however
the dynamic audio feedback helped to direct the user’s interaction,
preventing us from discovering if visual cues were necessary for this
interaction. In this study we explicitly asked this question: Does watch-
ing your hands support interaction with a browsing-style imaginary
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interface? We explored this by comparing blindfolded with sighted use
(neither with visual screen feedback) on the phone and the palm.

The results of Study 1 showed that watching your hands interact im-
proves performance and we received first insights about the role of
tactile cues: blindfolded interaction did better on the palm than on the
phone. However, it remained unclear if the extra tactile cues on the
palm were responsible. To explore this we ran two more studies: the
first focused on the tactile sensation in the pointing finger, the second
on the tactile sensation on the palm.

Study 2: tactile cues sensed by the pointing finger

In this study, we compared three versions of the phone interface, which
the participants operated while blindfolded. The first was a plain touch-
screen phone and the second was the same with an engraved tactile
grid. In addition, we were wondering whether the phone was really fea-
tureless or whether touching the bezel and the supporting hand helped
users to orient themselves. To investigate this we added a third con-
dition that embedded the phone interaction surface into a large clear
piece of acrylic, thereby preventing participants from using the bezel to
obtain tactile cues. We included sighted use as an additional baseline.

Study 3: tactile cues sensed by the palm

To study the tactile cues sensed by the palm, we created another two
interfaces that participants used while blindfolded, in addition to the
palm interface from Study 1. We compared interaction on the palm
to interaction on a silicone cast of a hand and to interaction on the
palm with a covered pointing finger that minimized fine tactile cues
sensed by the finger. Again, we included sighted use as an additional
baseline.

Apparatus used in all studies

As shown in Figure 6.4, the participant sat in front of a table with
a monitor showing instructions located directly in front of them. A
footswitch was used to confirm selection.

To provide high tracking accuracy, we implemented the browsing inter-
action style using an OptiTrack motion capture system with six vioo
cameras that tracked reflective markers. As shown in Figure 6.5, the
participant’s non-dominant hand was placed in a fixture molded to the
back of their hand. Using moldable putty, we created an imprint of
the back of the participant’s hand at the start of each experiment. The
fixture allowed the participant to replace their hand in the same po-
sition when switching between the PHONE and rALM conditions while
maintaining a consistent calibration. To track where the participant is
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Figure 6.4: Apparatus used in the following studies. The participant’s non-
dominant hand was fixed to a brace to ensure consistent calibra-
tion and the participant’s pointing finger was tracked with reflec-
tive markers. A footswitch (not shown) was used for confirmation.

touching the palm, we attached a marker set to the index finger of the
participant’s dominant hand such that is was aligned with the extended
index finger.

When the participants’ index finger was within 3 mm of the plane de-
fined on their non-dominant palm, the interaction was in the touching
state that provided invoked the audio-feedback that enabled partici-
pants to explore the interface.

Figure 6.5: Closeup of the hand
brace fixture to ensure consistent
calibration.

Participants calibrated the system with a 23-point calibration proce-
dure: three points were used to find the plane of the hand and the
remaining 20 to find the precise location of each finger segment that
were mapped to imaginary button locations. We were careful to leave
the participants” palm and pointing finger unobstructed in order to not
interfere with the interaction between the two hands.
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63 STUDY 1. THE IMPACT OF VISUAL CUES

With this study we tested the role of visual cues when using a browsing-
style imaginary interface. Specifically, we wished to confirm the conjec-
ture from Chapter 3 that the visuospatial memory created by watching
your hands interaction is the feedback channel that enables use of imag-
inary interfaces.

To that end, here we compared performance while sighted and blind-
folded using our browsing interface on the phone and the palm.

6.3.1  Apparatus, task and procedure

The study used a within-subjects 2 x 2 factorial design with these inde-
pendent variables (shown in Figure 6.6):

SIGHTEDNESS: SIGHTED VS. BLINDFOLDED

INTERACTION SURFACE: PHONE VS. PALM

For the palm condition, participants used the general apparatus de-
scribed earlier. For the PHONE condition, we tracked interaction with
the same optical tracker system used in the palm condition. This kept
any potential tracking errors consistent across conditions. The phone
used in the study was a non-functional replica of an iPhone 3G with
identical surface area but thinner (at 5.5 mm).

During the BLINDFOLDED conditions, a partial blindfold was used
(shown in Figure 6.6b). Due to its shape, it obscured the participants’
view of their hands but not of the display in front of them.

In each trial participants searched for and selected a prompted target.
They started the trial by pressing a footswitch. The system then spoke
the target name and showed it on a screen facing the participant. The
participants touched the interaction surface with their finger and as
they moved it around, the system announced the name of each tar-
get. When participants found the required selection they pressed the
footswitch to complete the trial. We measured task time from the start
of the trial until the participant made a selection. If the selection was
incorrect, the trial was discarded and the participant was required to
repeat the trial.

Before beginning the experiment, participants received instructions on
how to use the system and performed a series of practice trials with
each interaction surface until they indicated they understood the inter-
action style and were comfortable with the system.

During each of the four blocks (each tested one combination of vari-
ables) participants had to repeatedly locate five targets out of the 20
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Figure 6.6: Study 1 conditions — (a) SIGHTED vs. (b) BLINDFOLDED, using a
partial blindfold that only obscures the participants’ view of their
hands; (c) PHONE vs. (d) PALM.

available targets in the interface. The five targets (chosen randomly)
were presented to the participants eight times in random order.

We presented the conditions in a counter-balanced order using a bal-
anced Latin square. Each condition used a different set of target names
derived from a survey of the most popular iPhone apps used by local
students (see Appendix A).

At the end of the experiment participants completed a short question-
naire to gather their preference of interaction surface when blindfolded
and not (reproduced in Appendix B.4).

6.3.2 Hypotheses

Since vision and taction work together (Ladavas et al. 2000), we expect
that the sighted conditions (that combine both visual and tactile cues)
will outperform the conditions where only taction is available. There-
fore, in our first hypothesis we wish to confirm this idea:

HYPOTHESIS H1 Participants will be faster when sIGHTED.

However, since taction far outperforms proprioception (Fuentes and
Bastian 2010), we believe that the tactile cues available on the palm
are more likely to be able to fill in for visual cues when they are not
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present, compared to the mostly featureless phone surface. Therefore
our second hypothesis is:

HYPOTHESIS H2 When BLINDFOLDED, using the PALM as an interaction
surface will result in faster search times.

6.3.3 Participants

We recruited 12 participants (2 female) from our institution. They
ranged in age from 22 to 30 (M =26.0, SD =2.63). All were right-handed
and all had normal or corrected to normal vision and hearing.

6.3.4 Results

We collected 1938 data points and removed 18 error trials (0.9%) and 43
outliers (2.2%), leaving 1877 trials in this analysis. We defined outlier
response times as three standard deviations above the mean for each
condition and repetition. Participants completed the study within 30
minutes.

We ran a 2 X 2 x 8 (SIGHTEDNESS X INTERACTION SURFACE X repetition)
repeated measures ANOVA on completion time. There was no over-
all significant difference between PHONE and PALM (p =0.11) but when
BLINDFOLDED participants were 50% slower than when SIGHTED (5.39
sec. vs. 3.59 sec., F111 =99.90, p <0.001, 7?=0.08), which confirms our
first hypothesis that watching your hands improves interaction.

As shown in Figure 6.7, there is a clear learning effect (F111=285.55,
p <0.001, 7> =0.54) and by inspection one can see that the participants’
selection times steadily decrease in the first three or four repetitions
then level off in the remaining repetitions.

Selection time (seconds)

Blindfolded
— Phone
Palm

Sighted
Palm

Repetition

Figure 6.7: Study 1 results showing performance over time.
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To investigate these results further we aggregated the repetitions into
two equal blocks: learning phase (the first four repetitions where partici-
pants acquired knowledge of the target locations, results shown in Fig-
ure 6.8a) and trained phase (the last four repetitions where participants
had acquired good knowledge of the target locations and response time
have leveled off, results shown in Figure 6.8b). We then analyzed each
with a separate 2 x 2 repeated measures ANOVA.

Selection time (seconds)

8
6
4
2
0
Blindfolded Sighted Blindfolded Sighted
@) Learning (first 4) (®) Trained (last 4)

Figure 6.8: Study 1 aggregate selection times for the (a) first and (b) last half
of the repetitions. Error bars are & one standard error of the mean.

Learning phase (Figure 6.8a)

In this phase participants took approximately 6 seconds on average
to find and select each target with only slight differences between the
PHONE (6.15 sec.) and PaLM (5.92 sec.) condition.

When BLINDFOLDED, participants were 50% slower than when SIGHTED
(7.25 sec. vs. 4.82 sec., F111=66.26, p<0.001, ? =0.41) and there was
an interaction effect between SIGHTEDNESs and INTERACTION SURFACE
(F111=9.72, p=0.01, 7> =0.14).

Looking at BLINDFOLDED and SIGHTED trials separately, we see that
when using the PHONE being BLINDFOLDED resulted in a 91% worse
task time (4.22 sec. vs. 8.06 sec.; t11 =8.84, p<0.001, Cohen’s d=5.33)
but when using the PALM being BLINDFOLDED only led to 19% worse
performance (5.41 sec. vs. 6.43 sec.). This last difference was not signif-
icant (p=o0.14).

Trained phase (Figure 6.8b)

In this phase, participants were overall 18% faster to select a target on
the PALM compared to the PHONE (2.66 sec. vs. 3.23 sec.; Fy11=15.33,
p=0.002, 7> =0.07).
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When BLINDFOLDED participants were 50% slower than when SIGHTED
(3.53 sec. vs. 2.36 sec.), also a significant difference (Fy11=66.54,
p<0.001, 7?=0.29). Like in the learning phase there was a significant
interaction effect between INTERACTION SURFACE and SIGHTEDNESS
(F1,11 =21.55, p=0.001, > =0.159).

This interaction effect comes from the fact that when using the PHONE,
participants who were BLINDFOLDED were 94% worse than when
SIGHTED (2.19 Sec. VS. 4.27 sec.; t11 =6.27, p <0.001, Cohen’s d = 3.78) but
were not significantly worse when using their PALM (2.51 sec. vs. 2.80
sec., p=0.136).

Questionnaire

When BLINDFOLDED, 11 participants preferred to use their rALM (one
had no preference) and 10 participants rated the pALM faster than the
PHONE with the remaining two rating the PHONE faster. When sIGHTED,
the preference was split with five participants for each interface (two
had no preference) but eight indicated the PHONE was faster and two
that the pALM was faster (two reported neither).

Participants commented that when blindfolded the palm offered more
tactile cues and the phone lacked a “reference system”. One said,
“There are more features on the hand. On the hand you can relate
terms to fingers.” However, many commented that when not blind-
folded the straightforward grid of targets on the phone was easier to
traverse: “When not blindfolded the grid helps to be more efficient.”
One participant noted that the tactile cues were sufficient even when
not blindfolded, stating, “Even in "sighted” mode I'd rarely look at the
phone/hand anymore once I learned the positions.”

6.3.5 Discussion

In the study we found that participants performed better when they
could see their hands interact. That is, despite receiving no visual feed-
back from the device itself (on the screen for example), the participant’s
vision was nonetheless necessary to record and recall the spatial loca-
tions of the targets on both the phone-based interfaces and the palm-
based interface. This confirms our assertion in Chapter 3 that the user’s
visuospatial memory is what provides the necessary feedback to enable
interacting with an imaginary interface.

Furthermore we gathered first insights into how tactile cues on the
palm contribute to eyes-free use. However, we only know that the palm
performed better when blindfolded. This was presumably because of
the extra tactile cues available on the palm, especially when compared
to the mostly featureless phone surface. However, we do not know



which tactile cues were responsible for this increase in performance. To
explore the role of tactile cues we ran another two studies. The first
study focused on the tactile cues sensed by the pointing finger and the
second on the tactile cues sensed by the palm.

64 STUDY 2: TACTILE CUES SENSED BY THE FIN-
GER

In this study, we explored how much tactile cues sensed by the pointing
finger contribute to interacting with a browsing-style imaginary inter-
face. To test this, we compared three phone-based interaction surfaces:
1) a normal phone; 2) a phone with tactile cues added in the form of a
tactile grid; 3) a phone with all cues removed by placing the interaction
surface in a large featureless sheet of acrylic. To isolate the tactile cues
we were primarily interested in blindfolded operation but also included
sighted operation as an additional baseline.

6.4.1 Apparatus, task and procedure

The apparatus and task are identical to Study 1 except that the exper-
imental conditions were changed. This study used a within-subjects
2 x 3 factorial design with these factors (shown in Figure 6.9):

SIGHTEDNESS: BLINDFOLDED VS. SIGHTED

INTERACTION SURFACE: PHONE VS. LARGE PHONE VS. TACTILE PHONE

We fabricated the phone prototypes in three layers: a 4mm base of
acrylic, a printed sheet of paper for phone screen and a 1.5 mm acrylic
top layer, all glued together. The tactile grid on the surface of the phone
used in the TACTILE PHONE condition (close-up shown in Figure 6.9d)
was etched using a laser cutter, such that the etchings were approxi-
mately 0.4 mm deep. The interaction area of each phone prototype was
identical (5 X 7.5cm) and matched the interaction area on an iPhone
3G but for the LARGE PHONE (Figure 6.9b) the interaction area was cen-
tered on a 22.5 X 16.5cm panel with rounded corners to prevent the
participants from orienting using the device’s bezel.

6.4.2 Hypotheses

By observing participants in pilot studies we noticed they regularly es-
tablish the location of the interaction surface by using the device’s bezel
when blindfolded. We therefore believe this is an important tactile cue
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Figure 6.9: Study 2 conditions — (a) PHONE vs. (b) LARGE PHONE Vs. (C) TACTILE
PHONE; (d) close up of the tactile grid.

and we wished to confirm that depriving participants of it would result
in worse performance.

HYPOTHESIS H1 When BLINDFOLDED, participants will be slower with
the LARGE PHONE than with the PHONE.

Based on Study 1, where the palm, with its rich tactile cues, performed
better than the smooth phone surface, we expected that adding tactile
cues to the surface of the phone would also enable more efficient inter-
action.

HYPOTHESIS H2 When BLINDFOLDED, participants will be faster with
the TACTILE PHONE than with the PHONE.

6.4.3 Participants

We recruited a new set of 12 participants from our institution (4 female,
10 right-handed). They were between the ages of 23 and 30 (M=25.2,
SD=2.55) and all had normal or corrected to normal vision and hear-

mg.
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6.4.4 Results

From the 2943 data points collected during the experiment we removed
63 error trials (2.1%) and 72 outliers (2.4%), leaving 2808 trials for anal-
ysis. As in Study 1 outliers were defined as greater than three standard
deviations above the mean per condition and repetition. The results
were analyzed using repeated measures ANOVA. All post hoc compar-
isons used Bonferroni corrected confidence intervals. Each participant
took approximately 45 minutes.

Selection time (seconds)

Blindfolded
— Large
—— Phone
—— Tactile

Sighted
-------- Large
-------- Phone
-------- Tactile

Repetition

Figure 6.10: Study 2 performance of each condition over time.

The overall trend of the data, shown in Figure 6.10, matches the data
from Study 1. We therefore took the same approach and divided the

repetitions into two even groups of four repetitions each and performed
separate analyses.

Selection time (seconds)
15 —

2
=

©
[

Blindfolded Sighted Blindfolded Sighted
@ Learning (first 4) @Trained (last 4)

Figure 6.11: Study 2 aggregate selection times for the (a) first and (b) last half

of the repetitions. Error bars are + one standard error of the
mean.
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Learning phase (Figure 6.11a)

There was a significant main effect (Fp2; =11.51, p <0.001, 7% =0.08) of
INTERACTION SURFACE and pairwise tests showed that participants were
significantly faster with the TacTILE PHONE than both LARGE PHONE
(30% faster, p=0.009) and PHONE (18% faster, p=0.036). Although the
PHONE was faster than LARGE PHONE by 17%, the difference was not
significant (p = 0.061).

When BLINDFOLDED participants were 110% slower than when they
were SIGHTED (F;11=65.89, p<0.001, 17>=0.48) and there was a sig-
nificant interaction between SIGHTEDNESS and INTERACTION SURFACE
(F220 = 12.21, p <0.001, > = 0.09).

The differences between interaction surfaces were not significant when
participants were SIGHTED (p=0.76) but they were when participants
were BLINDFOLDED (Fy 2, =14.136, p<0.001, 51> =0.36), which explains
the interaction effect. When BLINDFOLDED, participants using the Tac-
TILE PHONE were significantly faster than both LARGE PHONE (42% faster,
p=0.003) and PHONE (25% faster, p=o0.015) but although the PHONE
was faster by 23% than LARGE PHONE the difference was not significant
p =0.060).

Trained phase (Figure 6.11b)

As in the learning phase, there was significant main effect of INTER-
ACTION SURFACE (F22 =18.18, p<o.001, ;72 =o0.14). Participants using
the LARGE PHONE were significantly slower than when using the PHONE
(48%, p=0.015) and the TACTILE PHONE (41%, p <0.001).

Overall in this phase, BLINDFOLDED participants were 120% slower than
when SIGHTED (F22 =54.675, p <0.001, 172 =0.36). There was also a sig-
nificant interaction between SIGHTEDNESS and INTERACTION SURFACE
(F220 = 15.99, p <0.001, > =0.12).

Breaking these results down further and looking at SIGHTED and
BLINDFOLDED trials separately can help explain the interaction: when
SIGHTED there was no significant difference between interaction
surfaces (p=0.73) but when BLINDFOLDED there was (Fz22 =17.836,
p<0.001, 7?=0.42). Participants using the LARGE PHONE were signif-
icantly slower than those using the PHONE (72%, p=0.016) and the
TACTILE PHONE (106%, p <0.001). The TACTILE PHONE was 17% faster
than the PHONE but this difference was not significant (p =0.596).

Overall in both phases and when BLINDFOLDED, the LARGE PHONE
performed significantly worse than regular PHONE (and the TACTILE
PHONE), which confirms our first hypothesis that depriving the partici-
pant of the bezel negatively affects performance. However, the TACTILE
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PHONE only significantly improves interaction during the learning
phase and not once the participants have learned the target locations.
Therefore our second hypothesis regarding the benefits of added tactile
cues is only partially confirmed.

6.4.5 Discussion

Our results suggest that, although a touchscreen phone appears fea-
tureless, some features do exist to guide interaction: for instance, the
presence of a bezel provides a substantial benefit to the unsighted user.
It allows users to find the extent of the interaction area and concentrate
their exploration within that area. It also brings the participant’s non-
dominant hand near the interaction area, allowing it to be used as an
additional tactile and proprioceptive cue.

Based on the results from Study 1 we expected that adding tactile cues
to the surface of the phone would lead to a large improvement. How-
ever, this was not entirely the case: adding additional tactile cues only
improved performance during the learning phase. Once the partici-
pants had learned where the targets were, they performed similarly
with and without the extra tactile cues. This indicates that it is impor-
tant to have some tactile features that can be sensed by the pointing
finger but their advantage disappears after the user has learned the
location of the interface elements.

However, in Study 1 we observed a large improvement during both
phases of interaction when using the palm that was not observed with
the extra tactile cues on the phone surface in this study. There is some-
thing beyond tactile features that set the palm apart from a phone’s
surface (even with added tactile features). In the next study, we look
at the different types of tactile features that are available when using
the palm to separate the role of active touch performed by the pointing
finger from passive touch on the palm itself.

65 STUDY 3: TACTILE CUES SENSED BY THE
PALM

To understand how important are the tactile cues sensed by the palm,
this study removed the sensing of tactile cues from the palm. For com-
parison, we also added a condition that removed the sensing of cues by
the pointing finger.
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6.5.1 Apparatus, task and procedure

The apparatus and task are identical to Study 1 and 2 but, again,
the interaction surface conditions were changed. This study used
a within-subjects 2 x 3 factorial design with these factors (as shown
Figure 6.12):

SIGHTEDNESS: SIGHTED VS. BLINDFOLDED

INTERACTION SURFACE: PALM VS. FAKE PALM VS. PALM WITH FINGER
COVER.

Figure 6.12: Study 3 conditions — (a) PALM vs. (b) FAKE PALM Vs. (C) PALM WITH
FINGER COVER; (d) close up of finger cover.

As in Study 1, for the PALM-based conditions we placed the participants’
non-dominant hand in a fixture (shown in Figure 6.12a,c) that provided
a consistent reference for calibration.

For the FAKE PALM condition, we built a realistic replica of my left hand
(shown in Figure 6.12b) formed with liquid silicone. I used SORTA-
Clear 40 liquid silicone mixed with skin colored silicone paint to create
a replica that is slightly compliant and has a similar color and all of the
fine ridges and features of a real hand. See Figure 6.13 for a compari-
son.
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Figure 6.13: The sili-
cone hand replica next
to the author’s hand.

For the PALM WITH FINGER COVER condition we covered the tip of the
participant’s pointing finger a piece of Velcro backing. The cover re-
moved the fine cutaneous sensation from the participant’s finger but
the participants could still sense pressure and large features, like the
palm outline.

6.5.2 Hypotheses

First, since the rALM condition allows the participants to use both palm
and finger taction (i.e., intra-active touch (Bolanowski et al. 2004)) we
expect it would outperform the other conditions when blindfolded:

HYPOTHESIS H1 When BLINDFOLDED, participants will be faster with
the rALM than with the other interface conditions.

Secondly, we expect the FAKE PALM, which only involved active touch,
to be comparatively worse to the PALM WITH FINGER COVER, which is
dominated by passive touch. This is because the passive tactile discrim-
ination on the palm is very good (Vallbo and Johansson 1978), which
allows the participants to directly localize the sensation instead of in-
tegrating the position over time while scanning the interaction surface
with the point finger. Therefore our second hypothesis is:

HYPOTHESIS H2 When BLINDFOLDED, participants will be slower with
the FAKE PALM than with the PALM WITH FINGER COVER.

6.5.3 Participants

We recruited a new set of 12 participants from our institution (3 female,
all right-handed) between the ages of 21 and 30 (M=24.3, SD=2.67). All
had normal or corrected to normal vision and hearing.
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6.5.4 Results

We collected 2941 data points and removed 61 error trials (2.0%) and
72 outliers (2.4%) using the same procedure was the other studies. This
left 2808 trials for our analysis, which used the same procedure as
Study 1 and 2. The performance over time is shown in Figure 6.14.

Selectjon time (seconds)

Blindfolded

—— Fake palm

—— Finger cover
Palm

Sighted

-------- Fake palm

-------- Finger cover
Palm

Repetition

Figure 6.14: Study 3 performance for each condition over time.

Learning phase (Figure 6.15a)

There was no significant main effect of INTERACTION SURFACE (p =0.083)
but there was for SIGHTEDNESs: when BLINDFOLDED participants were
20% slower than when siGHTED (Fy 11 =9.13, p =0.012, 7> =0.07). There
was also an interaction effect between INTERACTION SURFACE and SIGHT-
EDNESS (F227 =10.54, p=0.001, 172 =0.18).

Only when BLINDFOLDED were the differences between interaction sur-
faces significant (Fy2 =8.145, p=0.002, 72=0.34) with the FAKE PALM
being significantly slower than both the rALM (38%, p =0.019) and the
PALM WITH FINGER COVER (33%, p =0.054).

Trained phase (Figure 6.15b)

Unlike in the learning phase, this phase had a significant main effect
of INTERACTION SURFACE (F22 =12.08, p <0.001, ;72 =0.14) with the FAKE
PALM being significantly slower than both the rALM (25%, p=0.024) and
the PALM WITH FINGER COVER (24%, p =0.007).

By breaking these numbers down further and only looking at BLIND-
FOLDED trials, there is still a significant main effect (Fp =12.173,
p<0.001, 7?=0.26) and the differences are more pronounced with the
FAKE PALM being 30% slower than the PALM (p =0.024) and 33% slower
than the PALM WITH FINGER COVER (p =0.003).
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Figure 6.15: Study 3 aggregate selection times for the (a) first and (b) last half
of the repetitions. Error bars are + one standard error of the
mean.

Overall, the FAKE PALM clearly performs the worst when BLINDFOLDED
but surprisingly, for both interaction phases, the PALM and PALM WITH
FINGER COVER conditions perform similarly, which partially confirms
Hz1 (that pALM outperforms the others) and fully supports Hz2 (that FAKE
PALM is slowest).

6.5.5 Discussion

The results indicate that it is the passive touch on the palm that con-
tributes most to browsing an imaginary interface. The active touch
feedback received by the tip of the pointing finger, in contrast, con-
tributes comparatively little. Although the FAKE PALM condition con-
tained equivalent tactile cues to the other conditions, participants per-
formed substantially worse using it as an interaction surface.

We cannot say equivocally that the pointing finger contributes nothing
to the interaction as in the PALM WITH FINGER COVER condition large-
scale tactile features (such as the edges of the hand and fingers) could
still be felt but it is apparent that the fine tactile cues on the surface of
the palm contribute very little.

We believe the difference occurred because the high touch discriminabil-
ity of the palm makes it inherently spatial—touch occurs at an easily
resolvable location—whereas tactile cues sensed by the pointing fin-
ger are inherently ambiguous as all fingers provide similar tactile cues.
Users are apparently able to resolve this by integrating tactile informa-
tion over time to develop an understanding of where they are located
on the palm. However, this integration process takes time and is prone
to error, which would explain the longer interaction times in our stud-
ies.
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The same reasoning can also explain the limited performance improve-
ment of the TACTILE PHONE in Study 2. Since only the pointing finger
could sense the added tactile cues, they contribute less than if the par-
ticipant’s palm could be used for sensing.

6.6 SUMMARY OF THE STUDIES

From these three studies we have gained an understanding of what
enables palm-based imaginary interfaces. Specifically we discovered
that:

1. Even though imaginary interfaces cannot display visual content,
users’ visual sense remains the main mechanism that allows users
to control the interfaces because it allows users to watch their
hands interact. In conditions where users are able to watch their
hands interact, this overrides the other cues we studied, i.e., all
tactile cues.

2. In the absence of visual cues, such as when driving or otherwise
visually engaged, the tactile cues available when the pointing fin-
ger touches the palm can replace the lacking visual cues. As a
result, palm-based imaginary interfaces remain usable even when
operated eyes-free.

3. While we initially expected the pointing finger to sense the ma-
jority of tactile cues, we found the opposite to be the case, as the
passive tactile sensing by the palm allows users to feel exactly
where they are being touched. The most likely explanation is that
the cues sensed by the pointing finger are ambiguous, while the
cues sensed by the palm are unique and easy to locate spatially.

67 IMPLICATIONS FOR BLIND AND EYES-FREE
USE

Our finding that tactile cues between pointing finger and supporting
hand can, in part, replace the absent visual cues has an important im-
plication: it suggests that using palm as an interaction surfaces (or even
other parts of the body) provides not only a level of convenience be-
yond a dedicated interactive device but also has the potential to sig-
nificantly improve the level of performance. We showed that when
the interaction surface is located on the user’s palm the additional pas-
sive tactile sensing increases performance (in our case by 33%) com-
pared to an eyes-free interface on an ordinary surface (such as a mobile
phone).
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Although we only tested interaction on the palm, the sensing properties
of human skin are available all over the body. While the palm is the
most sensitive section of skin (Vallbo and Johansson 1978), there is an
opportunity to exploit these capabilities on other parts of the body for
eyes-free interaction. For example, a user’s thigh is a readily available
surface when seated in a train or bus, which could be used for text
entry or general interaction with an audio-based interface.

The most direct use of this interaction could be for visually impaired
users. While this project started by borrowing from the related work
on interfaces for visually impaired users, we propose exporting our
findings back to that community. More concretely, the Imaginary Inter-
face hardware, e.g., sensing the hands with a chest-mounted camera,
might allow visually impaired users to perform better than with the
touchscreen-based devices they use today. While such a claim obvi-
ously requires a substantial amount of additional research, we want
to conclude this chapter with a one-user pilot study we conducted to
inspire this discussion.

One blind participant performing the task from Study 1

We recruited one blind person to perform the experiment task of Study
1 and to supply feedback.

Our participant was a 33 year-old male, right-handed and a musician
by trade. He had been blind since age two and has zero sensitivity to
light. In his daily life, he uses screen-reading software on his PC and
on his non-touchscreen Nokia mobile phone. He was familiar with the
VoiceOver for iPhone interaction style but had not used it regularly.

The participant performed the task from Study 1. He performed four
blocks (two for each interaction surface condition) of 4o trials each. We
used ABBA counterbalancing to balance learning effects. His results are
shown in Figure 6.16.

Selection time (seconds)

8 — N —— ——

Phone

Palm

1 2 3 4 5 6 7 8
Repetition

Figure 6.16: Blind participant’s selection times with the PALM and PHONE in-
terfaces.
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Overall, his performance matched the results from the blindfolded par-
ticipants in that he was faster in both phases with the palm interface.
In the learning phase he was 44% faster with the palm (4.54 sec.) than
phone (8.15 sec.) and also 44% faster in the trained phase (2.85 sec. vs.

5.09 sec.).

Following the study, we conducted an informal interview. He was over-
all very positive about the palm interface and preferred it to the phone,
saying that he preferred “the material of [his] palm.” Assuming the
sensing technology was reliable, he said that he could imagine himself
using such an interface. He also commented that using the palm might
actually have less social stigma in public because it wouldn’t appear
out of the ordinary, especially compared to specialized equipment like
Braille readers.

Clearly we must be careful generalizing from the outcome of one par-
ticipant but the results here are promising and will hopefully inspire
future work in the area of imaginary interfaces for visually impaired
users.

CONCLUSIONS

In this chapter, we sought to gain a deeper understanding of what
processes enable palm-based imaginary interfaces and explored which
inherent properties of these interfaces are responsible for user perfor-
mance. We conducted our exploration using the browsing interface,
which uses audio feedback to enable operation of an unfamiliar imag-
inary interface. We learned that there are three central feedback chan-
nels that enable the interaction: first, visual cues are the strongest, fol-
lowed by tactile cues sensed by the palm and finally, tactile cues sensed
by the pointing finger.

Although these results tell us mostly about the properties of Imaginary
Interfaces, they also have two related implications for other non-visual
interactive systems. Since the passive taction of the palm provides a
large amount of the spatial touch discrimination we argue that palm-
based interaction (and perhaps other locations of the body) has the
potential to significantly improve eyes-free performance compared to
interaction on a dedicated device (such as a mobile phone). The most
applicable application of this idea is in the designing of interfaces for vi-
sually impaired users; using a palm-based imaginary interface has the
potential to significantly improve performance over the current state of
the art interaction style (VoiceOver for iPhone).



7 CONCLUSIONS AND FUTURE
WORK

As I stated in the introduction, the goal of this research was to create
an ultra-mobile interface that retains the spatial interaction style from
traditional mobile devices.

With Imaginary Interfaces, I have shown that it is indeed possible to
create such an interface, albeit with some compromises. I have shown
that by exploiting users” visuospatial memory, they are able to extend,
annotate or edit a drawing after it was initially created, standing still
or while mobile. I have shown that by using the palm as interaction
surface, users are able to transfer the knowledge they have of another
interface to learn and operate an imaginary interface. Finally, I have
shown that by supplying audio feedback, users are able to explore and
learn previously unknown interfaces.

Since Imaginary Interfaces moves the interaction surface from a ded-
icated physical touchscreen to the user’s environment, the interfaces
are not limited by the size of the touchscreen, as current mobile de-
vices are. They can be made as small as the sensing element, which
is currently in a stage of rapid miniaturization. However, unlike other
ultra-mobile interfaces, Imaginary Interfaces retain the spatial interac-
tion style from traditional devices, which allows users to transfer their
skills and knowledge to this new interface.

7.1 LIMITATIONS

Although, I stand strongly behind the conclusions derived from this
work, there are several limitations and areas where support could have
been stronger.

The prototypes presented in Chapter 4 exist only to showcase the inter-
action styles and to suggest how a deployable interface might be built.
However, the engineering behind these prototypes has not been fine
tuned to the point where it is possible to test these prototypes outside
of the lab.

The form factor comparison study in Section 4.3 used “perfect” track-
ing (i.e., post hoc analysis of high resolution photographs) which does
a good job of measuring raw human performance, but is not a mea-
sure of the accuracy users would expect with a realistic (i.e., imperfect)
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tracking mechanism. A more representative measure would need to
take into account the noisy sensing capabilities of a deployed sensing
platform and the effect of distraction and changes in the environment
during interaction.

In most of the studies presented in this dissertation, we concentrated
on target selection only. However, interaction with touchscreen de-
vices also involves dragging, swiping and multi-finger gestures (such
as pinch-to-zoom), which we have not yet fully explored.

Also, it is possible that the participants we used in the studies were
not representative of the general population. They tended to be young,
technology-minded people, often male students in a computer science
department. It is possible that some conclusions may not hold for other
segments of the population.

In Chapter 5, I presented the Imaginary Phone as a shortcut method for
common phone functions. However, we only looked at the participant’s
ability to remember the icons on their home screen. Real world use of
an interface like this would required knowledge of much more complex
sequence of interaction events, such as the multi-step sequence require
to place a phone call to a previously saved contact. While our stud-
ies indicate that this might be possible, I do not provide any explicit
support for multi-step interactions.

The cafeteria study in Section 5.3 has limited predictive power because
of the small number of participants (only six per condition) relative
to the variability of participants” responses. Also, by only sampling
students that owned iPhones, we further increase the bias towards to-
ward young, college-aged users who were especially technology savvy.
Other populations might exhibit different amounts of inadvertent spa-
tial learning.

7-2 FUTURE WORK

With the investigations and designs presented in this dissertation I hope
to have laid the groundwork for mobile interfaces that are both spatial
and non-visual. From here I can imagine several directions for contin-
ued research.

First, since knowing where UI elements exist in an imaginary interface
is a fundamental issue, there is clear motivation for improving upon the
techniques proposed in this dissertation. For instance, perhaps an imag-
inary interface could be learned by watching someone use the interface.
Just like users obtain sufficient visuospatial memory by watching their



own interaction, a user should be able to do the same by closely watch-
ing someone else. The area of collaborative interactions with Imaginary
Interfaces has many open questions and possibilities for future work.

Currently all imaginary interfaces presented in this dissertation are
based on a flat plane of interaction. There is potential to increase
the expressiveness of Imaginary Interfaces by extending them to 3D
or onto non-planar surfaces, although care must be taken to ensure
that the added expressiveness of 3D interaction is not overshadowed by
the well-known issues of learnability with 3D interfaces (Cockburn and
McKenzie 2002).

Chapter 6 showed that the tactile sensing available on the user’s palm
can significantly improve interaction performance. This idea could be
expanded to include other parts of the body. Wagner et al. (2013) pro-
vides a design space and initial investigation into the use of the body to
supplement more conventional interaction styles, which also motivates
more work in this area.

Finally, the ideas presented in this dissertation could also be explored
beyond interaction with mobile devices. Transfer learning especially,
could be applied to a broader range of devices, such as remote con-
trols and instrument panels. It would be interesting to investigate if
the transfer learning principle could be applied to these devices (which
have a strong tactile component) rather than the visual interfaces as I
have shown here. For instance, Imaginary Devices (Steins et al. 2013)
uses the principle of transfer learning to help users learn the gestures re-
quired to operate ‘imaginary’ versions of traditional input devices (e.g.,
joysticks and steering wheels) and Imaginary Reality Gaming (Baud-
isch et al. 2013) allows players to transfer their knowledge of a physical
sport (e.g., football or basketball) to play a new type of game where
players must imagine the location of the ball and operate on a shared
reality amongst the other players.

7.3 FINAL WORDS

With this body of work, I hope to do more than to present the design
of a new style of interaction. I hope to convince my readers that vision
need not be the primary interface between the user and a mobile device.
By exploiting users’ spatial memory and by supplying liberal amounts
of audio feedback, combined with the passive sensing on the users’
palm, it is possible to create a very functional mobile device that does
not rely of visual feedback. In other words, I found that much more
is possible with a non-visual mobile interface than is generally thought
possible (at I least I did not).
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In particular, I would like to inspire future researchers and product de-
signers to accept the difficult task of designing interfaces, interactions
and devices that are not so greedy with our visual channel. All too
often today, people are visually (and hence cognitively) engrossed in
their mobile devices. These mobile devices have come to replace our
experiences with the real world and unfortunately fail in their promise
to augment and improve our lives. I believe it is possible to create a
more humane interface that exploits other sensory channels and leaves
the user’s attention unencumbered, so they may more fully experience
the real world.

I believe in the words of Stuart Card:
“We should be careful to make the world we actually want to live in.”

And I ask you, dear reader, to considering doing the same. To take the
lessons learned from this dissertation and produce the next generation
of mobile devices that avoids the trap of creating sealed-off immersive
experiences that take us away from what is happening right in front of
us and follow through with technology’s promise of augmenting our
lives for the better.
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A SURVEY OF MOST COMMON
APPS

To obtain an ecologically valid basis for my phone-like interfaces, I con-
ducted a survey of iPhone-owning students in my institution. Through
a broadcast email, I recruited 47 students that returned screenshots of
the home screen on their iPhones.

From these screenshots I compiled a list of the most common apps
on the home screen of these devices. This list was used to create an
ecologically valid list of application names for the studies in this disser-
tation.

Place Name Count Place Name Count
1 Mail 46 20 Skype 11
2 Safari 44 21 Stocks 10
3 Calendar 43 22 iTunes 9
4 Phone 42 23 Twitter 8
5 Settings 40 24 Reeder 6
6 Messages 39 25 WeatherPro 5
7 Maps 38 26 Voice Memos 5
8 Camera 36 27 dict.cc 4
9 iPod 35 28 Things 4
10 Photos 35 29 Sleep Cycle 4
11 Clock 34 30 Game Center 4
12 Notes 26 31 Dropbox 4
13 Contacts 25 32 WhatsApp 3
14 Facebook 22 33 Videos 3
15 Weather 21 34 Shazam 3
16 Calculator 21 35 NAVIGON 3
17 App Store 20 36 Instapaper 3
18 YouTube 19 37 BeejiveIM 3
19 FahrInfo 18 38 Articles 3
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B SELECTED EXPERIMENT
MATERIALS

The following pages contain questionnaires and other experimental ma-
terial from the studies reported in this dissertation.
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B.1 PALM VS. MIDAIR STUDY

Questionnaire from study in Section 4.3.

Page 1 of 2

Learning Imaginary Interfaces Study - Questionnaire and Consent Form

Date:

Name:

Age:
Gender (circle one): Male Female

Preferred Hand (circle one):  Left Right

[ agree to participate in this study.

Signature:

Instructions:

This experiment has two parts. In the first your task is to completely learn the
location of three targets on the photograph of your hand. In the second you will be
asked to select those targets on your own hand with the highest accuracy possible.

Now take a close look at these three targets. Spend 30 seconds mentally recording
exactly where they are. Look for nearby landmarks, lines, creases, finger tips, etc. It
is important that you learn the positions exactly as possible because in the second
part of the study we want to know how accurately you can select these positions on
your actual hand.

Now follow the directions on-screen and select the targets on the iPod as they are
announced.

When complete < flip over > ...
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Page 2 of 2

Imagine yourself in 5 years. You just purchased the newest iPhone version and it
comes with two modes of operation: 1) the traditional touchscreen mode and 2) a
'hands-free' mode where you can leave the phone in your pocket and still perform
simple operations like answer a call or pause the music player. When in 'hands-free’
mode you use either the palm of your hand as an interaction surface or the empty
space framed by an L gesture.

Based on what you have just done in the experiment which of these two interaction
surfaces would you prefer and why?

Other Comments:
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B.2 TRANSFER LEARNING STUDY

Questionnaire, experimenter worksheet and explanatory materials
from study in Section 5.3.

iPhone Recall Study

Informed Consent

During this study we will ask questions about your iPhone use and we will take a photo of
the icons on your phone. You have the right to withdraw from the study at anytime.

I agree to participate in this study: Name:

Signature: Date:
Questionnaire
Age: Gender (circle one): Male Female

Which hand do you write with (circle one):  Left Right
How long have you been using an iPhone? (circle one) less than 1 month
from 1 month to one year

greater than 1 year

Comments:

INTERNAL USE Participant ID: Group: (h=iPhone, t=hand) l
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draw arrow FROM correct TO incorrect position

How often used:

D - daily
W - at least once a week
R - rarely

iPhone Recall Study

Participant ID:
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iPhone Recall Study

Right Handed Users
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iPhone Recall Study
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B.3 SELECTION STUDY

Questionnaire from study in Section 5.4.

Hand Interaction Study

Informed Consent

During this study you will operate a non-visual phone prototype. We will record your
interactions. You have the right to withdraw from the study at anytime.

[ agree to participate in this study: Name:

Signature: Date:
Questionnaire
Age: Gender (circle one): Male Female

Which hand do you write with (circle one):  Left Right

< Flip over after the study and answer a couple more questions. >

INTERNAL USE Participant ID: Condition:
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Hand Interaction Study

When blind which interface did you prefer to use (circle one):
Palm iPod with no handle iPod with the handle

Why:

When not blind which interface did you prefer to use (circle one):
Palm iPod with no handle iPod with the handle

Why:

Other Comments:
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B.4 ROLE OF VISUAL CUES STUDY

Questionnaire from study in Section 6.3.

Blind Hand Interaction Study

Informed Consent

During this study you will operate a non-visual phone prototype. For part of the study you
will be partially blindfolded.

We may record (through instrumentation, photography, audio and/or video) your
interactions during the study. We reserve the right to publicly present and publish non-
identifying details, images, video and quotes captured during your participation in this
study.

You have the right to withdraw from the study at anytime without penalty.

[ agree to participate in this study: Name:

Signature: Date:

Questionnaire

Age: Gender (circle one): Male  Female

Which hand do you write with (circle one): Left Right

< After the study: flip over and answer a few more questions. >

INTERNAL USE Participant ID: Condition:
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Blind Hand Interaction Study

When blindfolded:

Which was easier to use? (circle one) Hand Phone Neither
Which was faster to use? (circle one): Hand Phone Neither
Which did you prefer to use? (circle one) Hand Phone Neither
When not blindfolded:

Which was easier to use? (circle one) Hand Phone Neither
Which was faster to use? (circle one): Hand Phone Neither
Which did you prefer to use? (circle one) Hand Phone Neither

Other Comments:
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