
This next remark allows us

count the number of elements in

to make a sharp enough

Erpon(0,*, $, X\U).
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upper bound when we

RnuanK 4.10. Suppose (yo,...tut-r) - or(r) for some a € x. Then a point

yi e E"pon(0,m,*,X\U) can not be repeated, in this I tuple.

Proof: Suppose yi: uk - z and j < k. Then we have d@,*)[g,f]i*(r),r) <

g and lg, fli*(r) € X\U. Thus, d(o,*)(s, flk*(r), ") 
<

X\U. This implies that d(lg,fl i^(r),r) <

d(lg, y1t-i)n(g, fli*(')), lg, fli*(')) : d(g, flk^@),!g, fli*("D < g. By defini-

tion of g, this contradicts that lg, fli*(o) € X\U. t

End of Remark 4.10.

Nowchoose  n  €Nso tha t  n  >

E""p(O,2e,{f ,g},X) is a maximal (0,nr2e) separated set. For such an n, let t

be the positive integer with (l - I)* 1 n I lm. The next Remark allows us to

convert the problem of finding an upper bound for E""o(O,n,2e,X), by finding an

upper bound for Q1(.E" 
"o(0,n,2e,X)).

RgMA,nx 4.11. The map Q1 is.l to L on Er"o(O,nr2erX).

Proof:  Suppose Or(r)  -  Ql(z) :  (yor. . . ,Ut_r)  where o,z e Er"p(0,n,2e,X)

For 0 < j < nz and 0 < i ( l, we have

d(lg, rr;n+i (x),1g, tt;n+i (z)) : d(g, fli (s, fl;* @)),rg, fli (g, fli*(')D. since nz is

a multipleof 2, d(lg, fli ([g, f]i^(*)),!s, fli ([s, fl;*eD ) < d([g, fli (g, fl;*@)),u;)*
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d(v;,lg, fli (lg, fl;^(r)))

1 dp,*)(lg,f l i*(*),y;) 1dp,*)(y;, lg,f l i*(t)) ( e * e because of the definit ion of

01 and y;.

The integer I is chosen so that Im ) n. Since the above inequality holds for all

f and 7, then d@,o)@,r) 12e. Since the set Er"p(0,n,2e,X) is (0,n,2e) separated,

t hen  0 :2 .  t

End of Remark 4.11.

' In this next Remark, we find an upper bound for the number of elementi in

Q{Er"p(0,n, 2e,X))i. Since q is fixed, notice that the spanning sets for X\U have a

polynomial bound with degree g. '

Rsr{A,nK 4.L2. Set q : rspon(0,ff i , B, X\U, {f , g}) 
!"d 

p : rspon(Q,m,€, O, {f , S})

Then lL{8,"p(0,n, 2e, X))l S (q + \l lqpt .

Proof: Let g1 be the subset of I tuples in QilEt"p(0,n,2e, X)) so that there

a,re exactly l of the U; € {y0,...,Ut-r} that are in Erpon(0rm,B,X\U). Be-

cause the yi € nrrr)Q,ffi,g,X\U) can not be repeated in o1(c) we have.lt <

rspan(O,m,P,X\U,{f ,S}) - q. This bound, e, of j is independent of. n and inde-

pendent of l.

For p; there *" (i) ways,of picking these 7 points As € E"pon(O,*,PrX\U).

Further there are l(l - 1) . . . (t - J + 1) - 
Oh 

ways of arranging these choices

in the ordered I tuples. Also, there are rspan(0rmr€,O, {f ,g})'-i : pt-i <

ways of picking the remaining y; from Erpoo(O,m,€,O). Hence, leil 5 0)f,5tp'.

From this inequalitg we have, lOl(.E""r(O, n,2e,X))l : ,i- ̂lfrl < .f^0)O5to' By
! :o-  l :o 

v
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noting that 0) < g! and ffi- < 1i < lq we have let(8,"0(0,n,ze,X))l <

Thus, l0{Er"p(O,n,2e,X))l < (q + Dlppt. t End of Remark 4.t2.

By Remarks 4. l l  and 4.L2,  r " "o(0, tu,2e,X,{ f  ,g}) :  lOl(8""0(0,n,2e,X)) l  <

(q+ \ l9pt  where e:  rspar, (O,  m,g,X\4 { f  ,SD and p :  r rpon(0, f r ,€,O, { f  ,g}) .

Further , hr"r(2e, {f , g}, X) :

hm zup| log(r"ro(0, ,, 2e , X {f,9}))

s riliyp6+* los[(q + \t9pt]
: ttl13nffi{los[(q + 1)!] * slog t + Iloep]

sY,s inceg is independento f l .Thus,h , ,o(2 , , { f ,g } ,X)=W

Now note that we found an upper bound for when m is even, and further that

for any q > 0 if m even is chosen large enough, we have

h*Tlpry < hff*ologlrs- ',(0,lo,e\o,{/,g})l -rt.

Hence, hr"o(2e,{ f  ,g},X) < hrpoo(r,{ f  ,9},O) -  q a hrpoo(t / ;9},CI)  -  ry.

Since r7 > 0 was arbitrary, then hr"o(2e,{f ,S},X) < hrpon({/,g}, ft).

Now let e -- 0, so hr"o({f,g},X) < hroon({f,s},O). From the other section, we

learned that spanning and separating entropy are equivalent; thus, hrpoo({f ,g}, ft) :

hr"p({ f  ,g},O).  This impl ies h,"p({ f  ,s} ,X) t  h,"p({ f  ,g},0).  Since O C X, we ob-

tain hr"o({ f  ,gI ,X) > hr"p({ f  ,g},O).  I  End of Theorem 4.13.

We stated earlier that we would present a proof of Remark 4.9 after the proof

of the Theorem

Proof: Suppose y € X\U. Then by the definition of f,l, there exists ,(y) > 0 such

that

f dtoo'.
i:0
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lg, f lk (s(y , r@))) n B(y, r(y)) - 0

for all k >

il(y,p) S d(y,") + il(*,p) <

B(*,91 C B(v,.(y)) impliesthat lg,f lk(B(y,9l l  frB(y,J1)1 - f l  for anv k > 1.

Hence, $ will work for every x € B(v,#1' Since X\U is compact, cover X\U

with a finite number 
"I I bails where e(y) satisfies equation 4.6. Then we have

B(yr,,$\. . . , B(y*,uV) covering X\U and satisfying the discussion following

equation 4.6. set B - min{+,.. . ,  tPl.Then B > 0 and from the previous

discussion for any s e X\U, we obtain [9, flk@@, P)) i B(x, g) :['for all k > 1.

I

Tunonprrr  4.14.  Suppose(X,{ f t , fz , . . . , f r } )  i t  anon-&utonomous systemwithpe-

riod, r. The topological entropy of (X,{h, fz,. .., fr}) i" equal to the topological en'

t ropyof  (Q, {h , f2 , . . . , t } )  whereQ fs  thenon-wander ing  se to f  (x , { f i ,  f2 , . . . , / ' } ) .

Proof: As in the proof of Theorem 4.13 we choose a large nz wher e m: ra Ior

some a € N. Then we proceed with the same steps as in Theorem 4.13. t

We now turn our attentiof to exploring how changing the order in which func-

tions are applied affects the entropy of the non-autonomous system. Throughout,

we assume that our non-autonomous system is periodic. In particular, suppose

(Xr{f ,g}) ir a non-autonomous period 2 dynamical system. In this next part, we

establish that h({f ,g}): h({g,/}). We first develop some Remarks and Lemmas
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which show that if we ignore whether the first iterate of a set is € spanned or sep-

arated, the omission does not change the entropy. What afiects the entropy is not

the beginning of the sequence, but the tail of the sequence as in all limits.

RnuanK 4.13. If S C X fs (1 ,fr,e,{f ,g}) separated then fls it L to l.

Proof: Suppose s # V where n,A € S. By contradiction, suppose f(*): f@).

Then (sof)k(r) - (gol)*(y) for all k > 1. Thus, this means that f o(sof)*(") - !o

(gof)k(y) for all /c > 1. But this relationship implies that we can not (1, n,€t{f ,S})

separate ,S. I

Lnuu.l 4.6. If for n ) 2, we haue S C X fs (1 tnt€t{f ,S}) separated,, then T -

I

/(S) fs (0, n - L,e,{g, f}) seParated. ' !

proof: Let ura e T where u * r:. By the definition of the image of a function,

T -/(S) implies there are points c, y e S with x * y and /(c) - uand /(v) : ' '

Since ̂ 9 is (L,n,r,{f ,g} ) separated there exists m with I 1m ( n so that one of

the two following conditions holds:

d ( (g  o / )& ( r ) , ( go l ) e ( y ) )  >  e  i f  m :Z l c  whe re  k>L

"oR

d( fo(go l )e( r ) ,  f  o (gbf ) t ty i l  t  e i lm-2k* l  where k  >  0 '

The previous two conditions imply that

,t(g o (f  o s)i  ( f(*D,e o(/ o g) '( /(y))) )  e wherc i  -  k - L

OR
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d((f oe)i(/( ' )) ,( /oe)d(/(y))) )  e where d: &.

These two statements imply that

d(g o(/ o s)i(u),s o (f o s)i(a)) > e where j - k - L

_oR

d( ( f  og )d (u ) , ( f  oe )d ( r ) ) )e  where  i : k .

' 
In the case where rn = 2tc (where rn is even), the assumption lc 2 1 implies

th l t  2 j  +L  :2k  -2+1  )  0 ,  and2 j *  1  :  2 (k  -1 )  :  2k  - l  :  m-  1  <  n -L .

Inthe casewhere r i t-2k+L (where m is odd) lc> 0 impliesthat 2;> 0, and

2i :2k:  rn-L '< n -  1.  Hence,  ? is  (0, r2 -  1,  e, {gr l } )  separated.  I

By Remark 4.6, lfl : l/(S)l *d from Lemma 4.6, we see that:

, t

(4 .7)  r r "p(Lrn te t { f  ,g } )  (  r " rp(0  rn  -  L ,er {gr l } i .

. Using the sarne argument with the roles of / and g interchanged we see that
. '

(4.8) rr"p(Irnt  e t  {g,  f } )  (  rssp(0 ,n -  L,  e,  { f  ,g}) .

' 
We find an upper bound for the ma>cimal sepa^ratifig set, by splitting the separating
'set 

into the ntail" of the set, and the *headn of the set.

LEMMA 4.7. Our apper boand estimate is r""o(Ltnt et {g, fl) ( r"3p(0 ,t, e ,{g, /}) +

rr"p( l r tutet{grf})
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Proof: suppose ̂9 is a (0,n,r,{g,f}) maximally separated set, i.e. lsf -

rr"p(O,nt€t{g, f}).  set tr  -  {Ac ^g : for every a,b eA with a + bthen d(o,6) > .}.

Since X is compact 2l is a finite set, so it has a maximal element A* e %, where

lA*l > lAl for any A e u. Now, lSl : lA*l+ l^g\A-1. Aoy two points c, y € ^g\An,

where x * y satisfy at least one of the two equations:

d ( ( f  o  dk@) , ( f  o  dk@D)  e  where  k>  1 ,

d(g o (f o g)k(t),eo (/ o ilk(y)) > e where & > 0.

Hence, l^9 \ A-l I ,""p(L,n,e,{g,f}). Further, by the definition of A*, lA^i <
r r "p (0 ,1 ,e , {g , / } ) .  Thus ,  r r "p (O,n t€ t {s ,  f } )  1  r r "p (0 ,1 ,€ , {s ,  f } )+ r r "p ( I t f r ,e t {g ,  f } ) .
r

Now we establish that ignoring the first

the entropy.

iterate does not change the value of

I

Lnnrua 4.8. We haue

ttg:o - hffJ ologr""P(r'n'e'{s' f}) .

Proof: First, note that rr"p(O,L,e,{g,/}) i , independent of n,so there exists

a constant c where rr"o(0,Ire, {g, f}) 1 c. Hence,

l ip r,roloS[r"'r(0' 
1'e, {g,.f}) * r"ro(1, n, e, {g, /})J

rl-+@ n

.li,ffJt

r :__ _,  log r r "p(Lt f r , ter {gr f } )
: ltm tnp
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Hence, by Lemma 4.7, and the previous inequalitS

,.  logr""o(0rfrrer{g,  f } )  -  r : -  - --- logrrro(Lrnre'{g,  f I )Irnr suP : ttfltJe 
n 

.

By the definit ion of rseptwe see that rr"p(L,ntet{g,f}) l  rr"p(}tfr,€r{g,f}).Thus,

I tS:o< hf fJ  o lo l r ' "0(o 'n '  
e '  {s '  f } )  '

I

TnnonEM 4.15. Reaersing the order of the function application of a period2 non-

autonornous system does not change the e separated entropy,

trrso : hffJ ologr""o(o'2'e'{g'f))

This rnea,ns that the topological entropy of {fr7,f,9,t..} is equal to the the topo-

los ical  entropy of  {g,  f  ,9 ,  f  , . . . }  i . t .  h({ f  ,g})  :  h({g, / } ) .

Proof: By inequality 4.7 , we have

. rt log rrro( L, fr, u, {f , g})
rlm suP

- .  12_-_ _ log r r "p(O,n - I ,e , {g , f } )
<. lrm trtp

. .  1,  . - --  -  tog r  r"p(O, n -  I ,  e,  {g ,  f  } )<. llm suP
n + o o  n - I

r ! ,__ _- ,_ logr"" r ( I rn  
-  Lr r r {g,  f } ): llm sup

Lemma 4.8 justifies the previous step. Thus, the first expression is
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( l im 
"'olo8 

r"tP(l '  n' e' {n' /})

by the definition of rsep.The;;;r", 
"*orlr*.1" 

,,

< ligs;n
log rr"o ( 0, n - I, ,, {f , g})

because of inequality 4.8. The previous expression

- l i-,,,PloB ""tP(0't '  
t '  { ' f '  9})

n

by the definition of lim sup.

By interchanging the roles of f and g and applying Lemma 4.8 rtue have

trnr:o - h*rJ rlogr'"0(o'n'e'{f 
'gI) .

I

Now we notice that we produced a chain of ordered inequalities a^nd equalities where

the first expression and last expression in the chain are equal. H"tt"u,

Now that we have shown that h({f,g}) : h({g,/}),we use this fact about

period 2 non-autonomous systems to prove an unintuitive fact about autonomous

systems. In particular, we prove that h(g o f): tn((-f ,9)) and that LnUS,"f)) : "

h(f og); hence,h(g ol) - h(T o9). In general, g o/ is a very different function

than f o g. In general, these two functions are not topologically conjugate. We

then extend this relationship to an arbitrary period r. This is important because

it is an attempt to answer the question, to what extent does the behavior of a

periodic non-autonomous dynamical system change, when we change the order in

n-7
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which the functions are applied? In particular, this question is interesting in the

context of neural computation because one may not always train on a set of examples

in the same order. It is important to discover when a trained neural network will

behave differently by merely switching the order of a few examples presented during

training.

RnunnK 4.r4. If r fs (0, frt€t {g " /}) 
separated, then T is (0r2n,e,{f ,g}) sepa-

rated.

Proof: Let x,y e T.Then by definit ion 0 < fr ( n so that d((so /)fr @),(g o

/)e(y))  )  e.  This impl ies that d([g, f ] rk(r) , [g, f ] rk( i lJ > . ,  and 0 <2* 12n. I

RpM.q,nK 4.15. The non-autonornous system is an ulp", bound, for the g o f o,u-

tonomous system, rr"p( |r2nrer{ f  ,S})  }  r r"p(} t f r tet{g o /}) .

Proof: Apply Remark 4.L4 and the definition of rsep.

Lpunaa 4.9. Our strict upper bound for epsilon entropy of g o f is h({f,g},e) >

Lrn[g o /), e).

Proof: We obtain.the foLlowing chain of inequalities utilizing Remark 4.1b.

Thus, h({f , g}, r)- lip r"pry

)l imtupry

>r,ffJpry: | t imsuolos"""e(o,"'t '{so/}) - *h(s o f,e). Io 
n--,^,*' n
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Lnuue 4.10. The upper bound for the entropy of go f  is h({ f  ,9, . . . } )  > in@o/).

Proof: Apply Lemma 4.9 for € approaching 0. I

Now we work toward the inequality in the opposite directioo, h({f ,g,...}) S

*n@'o /). We begin by proving a technical remark that relies on the uniform

continuity of f and g. Since by assumption X is compact, f and g are uniformly

continuous.

Rnuenx 4.16. Let 'e >

and so th,at d(*,U) < 6ilr) irnplies that d(f (*), f (y)) ( e. Suppose

(0,n, 6tk),g o f) spans X. Then T also (0,2n,e, {f ,g}) spans X.

T is

6rk) <

a set that

Proof: Let x e X. Then there exists z e T so that d((s o/)e@),(gof)eQ) <

6 fk) ( e where 0 ( k < n. To show that T (0,2n,u, {f , g}) spans X the only part

that remains are the functions .f o (go f)k where 0 < fr 1 n. But d(/o (go f)k (*), f o

(g o f)k(t)) 3 e becaus" d((g o /)e(') ,(s o flkQD I 61(e) r

Lnuun 4.It. The reaerse inequality is h({f ,9,...}) < in(g o /).

Proof: The value rspan represents the minimal number of elements that span

X. Hence, by Remark 4.16, for any € ) 0, we can find an rl - 6l(.) 1 e. Thus,

rspan(}r2nr r, {f , g})

1 ,"pon(0, r ,61(.) ,  g o f) .  Thus, h({ f  ,S},e)

r:_ _-__ logrroon(0, k, ,, {f , g})
: llm suP

&*m k
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( lim suPlo8 
rtPoo (o'-2n' e' {Jr' n})

r+oo 2n

sr'ffJrl

1: in@of'q) '

. Hence, for any'€ >

h(g o f  , r i .  S ince €r  (  e2 impl ies that  h({ f r , f2, . . . } ,ez)  3 h({ f r , f2, . . .  } ,e1) ,  we

obtain h({f ,g}) < In(g o "f). I

Tnponpu 4.16. If X isacornpactrnetricspace,oqdi,g:X + X arecontinaoas

functions, then h({f ,g}) : inb o f). I

Proof: The result is an immediate consequence of Lemm a 4.LL and Lemma

. 4.10. r

Conoll.q,nv 4.5. Perioil2 fanction cornposition comrnates with respect to topolog-

ical entropV, h(g o 
"f) 

: h(f o g).

Proof: By Theor"; 4.15, h({f  ,g}):  h({g,/}).  r

Now, by using Corollary 4.5 and induction, we extend this result to period n.


